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Abstract
This paper deals with medical image retrieval for retrieving images similar to query images from a database. Retrieval of 
archived digital medical images is always a challenge that is still being researched all the more so as such images are of 
paramount importance in patient diagnosis, therapy, surgical planning, medical reference, and medical training. This paper 
proposes using the Discrete Sine Transform (DST) for relevant feature extraction, and applies Boosting classification tech-
niques to locate the relevant images. In this study, the boosting is used with J48 and decision stump. Experimental results 
show that the classification accuracy achieved is fairly good.
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1.  Introduction
Visual information from the digital images such as MRI, 
CT is widely used in medical applications. Management of 
image database in the early 80’s was based on image tex-
tual annotation [1, 2]. They were manually annotated with 
keywords necessitating a lot of labour and images were 
retrieved through semantic questions. The huge volume 
of images generated at present has made image annota-
tion both impractical and impossible thereby necessitating 
and automatic classification system for image retrieval. 
Formerly, image retrieval based on visual features with text 
annotation was used [3, 4, 5]. In the present scenario, to 
handle huge amount of medical image data, image retrieval 
based on visual information is crucial in medical applica-
tions [6]. An efficient retrieval system should:

•	 Extract information from images to a multi-dimensional 
feature vector

•	 Compute distance metrics in a quantifiable manner, 
and

•	 Identify database images with lowest distance metrics 
from query images

Database images are pre-processed automatically to extract 
features, generating feature vectors in content based image 
retrieval (CBIR) system. Feature vectors are stored in fea-
ture database and images classified. The query image is also 
pre-processed likewise to extract features and on the basis 
of this similarity, appropriate database images are retrieved. 
Thus image retrieval has necessity to play a major role in 
handling huge amounts of visual information in medical 
applications. [7]. Image retrieval system performance is 
dependent on a multi-dimensional feature vector formed 
using extracted image information, computing of similarity 
measures and proper and correct identification of database 
images with lowest distance metrics in relation to query 
image. Transform methods are usually resorted to image 
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processing as many coefficients can be ignored in reducing 
feature vector size.

Low level features are popular in Image Retrieval sys-
tems [8, 9], as every model combines low-level features to 
define a distance metric that quantifies similarities between 
image models. One shortcoming of this procedure is that 
low-level image features may not always capture a human 
perception of image similarity. To state otherwise, semantic 
image content is hard for feature extraction with low level 
image features alone and this is called the semantic gap 
problem [10]. Medical Image Retrieval systems are not the 
same as regular image retrieval systems. For one, retrieval 
is linked to pathological conditions which are highly local 
and so retrieval based on global signatures would be useless 
for medical databases. Converting images from the spatial 
to a frequency domain is a widely used image retrieval pro-
cedure available in the literature [11, 12, 13].

This paper proposes frequency vector extraction from 
medical images through Discrete Sine Transform (DST) 
with the application of Boosting classification techniques. 
This paper is organized as follows: Section 2 reviews 
related works available in the literature. Section 3 describes 
Discrete Sine Transform through a down-sampling tech-
nique, and the classifier methodology, Section 4 details the 
experiment and results obtained. Section 5 concludes the 
paper with a discussion on the obtained results.

2.  Related Works
Rajkumar, and Rajkumar, [14] presented a 2 step medical 
image retrieval framework for retrieval of similar images 
from various features. A subset of images was selected using 
a wavelet filtering process and the image was decomposed 
into 6 levels using wavelet transforms with their energies 
being extracted. Euclidean distance was used to match simi-
lar query and database image and dimensions were reduced 
through use of PCA. Finally, calculated eigen vectors and 
similarity measures were applied to ensure efficient medi-
cal image retrieval. There was improved retrieval accuracy 
because of reduced search space efficiency. Experiments 
with 200 medical images proved the accuracy of the pro-
posed method with regard to precision and recall rate.

Kak, and Pavlopoulou, 2002 [15] investigated problems 
unique to automated image retrieval from big medical data-
bases with HRCT lung and liver images being the dataset. 
A feature selection scatter-shot approach is employed to 
obtain an exhaustive set of low-level features. A customized 
queries approach (CQA) found features that discriminated 

major classes, and then best ‘n’ images are obtained by 
customizing the query. The system improved overall diag-
nosis accuracy from 32.5% to 64.6%.

In photo image management, the most significant oper-
ation is the detection of image orientation automatically. 
Lei Zhang et al., [16] proposed an automated technique for 
the purpose of evaluation of image orientations. Based on 
the confidence score of the orientation detection, the pro-
posed technique has the ability to reject images. Further, 
the classification of images into indoor and outdoor is 
done and then further refining of the orientation detec-
tion is performed using the obtained classification result. 
The features are combined by subtraction operation and 
the essential features are chosen by implementing boost-
ing algorithm in order to choose the features most sensitive 
to the rotation. The proposed method possess many ben-
efits, they are: faster classification speed, minute size of the 
model and beneficial rejection approach.

Tieu, and Viola [17] introduced a scheme using a very 
large number of highly selective features and well-organized 
learning of queries for the purpose of image retrieval. On  
the assumption that the generation of every image is by a 
sparse set of visual “causes” and the images that are visually 
same share “causes” is the predication of the proposed scheme. 
Some exemplar images and the AdaBoost algorithm are cho-
sen at query time by a user in order to study a classification 
function that relies on a few of the generally suitable aspects. 
A more efficient classification function is yielded. A natural 
mechanism is provided by the AdaBoost framework for the 
purpose of integrating relevance feedback additionally.

Hertz et al., [18] trained binary classifiers with margins 
in order to learn distance functions in which the classi-
fiers are defined on the product space of pairs of images. 
The classifiers are trained to distinguish between pairs that 
comprises images are from the equivalent class and pairs 
including images from various classes. A distance function 
used is the signed margin. Many variants regarding this idea 
are explored on the basis of implementing the product space 
classifiers, SVM and Boosting algorithms. A distance learn-
ing technique is the major contribution of this work that is 
a combination of boosting hypotheses on the product space 
including a weak learner based on partitioning the original 
feature space. The proposed scheme facilitates the integra-
tion of unlabeled data into the training process. The results 
obtained from two cases show that the proposed GMM 
based boosting method shows high-throughput and its 
generalization to unseen classes is superior to all the other 
techniques.
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3.  Methodology

3.1  Discrete Sine Transform (DST)
In this study, the feature vector from each image was 
extracted using the Discrete Sine Transform (DST). DST 
extracts feature vectors from every image and pixels one 
length away from each other are selected. The pseudo algo-
rithm is shown below:

1.	 Compute Image size M x N
2.	 For each alternate value ‘i’ in array M and array size less 

than M or M+1
3.	 For each alternate value ‘j’ in array N and array size less 

than N or N+1
4.	 Compute DST (array [xi, yj])
5.	 Store computed value in one dimensional array
6.	 Repeat from step 1 till all images are computed

The DST and discrete Fourier transform (DFT) are similar 
the only difference being in the use of numbers. The dis-
crete sine transform is represented by:
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where xn is the original vector on N real numbers. δ is the 
Kronecker delta. DST operates on real data with odd sym-
metry and hence output data is shifted by half a sample. 
The inverse of DST is given by:
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3.2  Bagging
For enhancing the accuracy of any given learning algorithm, 
‘Boosting’ method is used. Boosting is a machine learning 
method which finds many rough rules and combines it to 
produce accurate classification [19]. The boosting algorithm 
finds rules repeatedly using different subset of the training 
set on the base learning algorithm [21, 22, 23]. AdaBoost 

[20] is the most commonly used boosting technique. For a 
training set (x1, y1) ....., (xm, ym)

where x X y Yi i∈ ∈ = −{ }, , 1 1 .
The pseudocode for AdaBoost is as follows [19]:

1.	 Initialize D1 (i) = 1/m
2.	 For number of iteration t = 1,…,T
3.	 Train base learner using distribution Dt

4.	 Get base classifier h Xt : → ℜ
5.	 Choose at ∈ℜ
6.	 Update
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In this study, the boosting is used with J48 and decision 
stump.

4.  Experimental Setup and Results
A program was developed in LabVIEW which handles mul-
tiple input images, outputting the co-efficient as a comma 
separated values with down-sampling. Various MRI scan 
images and noisy images forms the dataset used for evalu-
ation. Sample images from the dataset are seen in Figure 1. 
Many of them were rotated by a 90 degree angle to simu-
late real time database search. Four medical image types 
were used in the experiment with different noise degrees. 
57 MRI scan images were used as inputs and classified 
using boosting with J48 and boosting with decision stump. 
Classification was undertaken with 60% of data as training 
set with the remaining being a test set.

The results and classification accuracy and Root Mean 
Squared Error is tabulated in Table 1, Figure 2 and Figure 3.

It is evident from the graphs that the Boosting tech-
niques achieve better classification accuracy than bagging 
and Boosting with J48 performance is better than the other 
techniques.

5.  Conclusion
This paper investigates medical image retrieval from a 
database. Discrete Sine Transform (DST) is used for fea-
ture extraction and Boosting classification techniques finds 
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Figure 1.  Sample images used in the medical retrieval system.

Table 1.  Experimental results for various techniques

Technique Used Classification 
Accuracy %

RMSE

Bagging with J48 algorithm 84.21 0.2338
Bagging with decision stump 80.7 0.3347
Boosting with J48 algorithm 85.96 0.1942
Boosting with decision stump 84.21 0.2926

Figure 2.  Classification Accuracy.

Figure 3.  Root Mean Squared Error.

relevant images. Boosting is done with J48 and with deci-
sion stump. Classification accuracy results are fairly good. 
Boosting techniques achieve better classification accuracy 
than Bagging. Boosting with J48 performance is better than 
the other techniques achieving accuracy of 85.96%.
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