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A biophysical coupled model, which includes interac-
tion of processes at different spatial and temporal 
scales, is used to assess the seasonal variability of 
plankton and forage fish. A five-compartment nutri-
ent, phytoplankton, zooplankton, detritus, forage 
(NPZDF) ecological model is coupled with hydrody-
namic model to understand the interaction of hydro-
graphic characteristics and ecological dynamics in the 
study area. Operator splitting method is used to handle 
two different physical and biological scales for nu-
merical simulation of the resulting partial differential 
equations. Gulf of Kachchh (2220N–2340N, 6820E–
7040E), in the northwest coast of India is used for 
the application and validation of the model’s behav-
iour. This region demonstrates rich biodiversity and 
productivity in highly turbid and varying marine con-
ditions. Co-ordinate transformation is used to convert 
the irregular coastal geometry of Gulf of Kachchh into 
a rectangular domain. Numerical experiments, together 
with sensitivity analysis are carried out to get the val-
ues/ranges of the model parameters. The model appli-
cation is able to bring out many striking features of 
the Gulf of Kachchh including bimodal oscillations 
observed in the ecological data of the region. 
 
Keywords: Gulf of Kachchh, physico-biological model, 
plankton and forage fish. 
 
ECOSYSTEM models for marine species are based on an 
ecosystem management approach and species by species 
analytical stock assessment using population dynamics. 
Food is an important factor that influences growth,  
migration and abundance of fish stock both in time and 
space1. Light and circulation are the major physical  
factors and nutrient and plankton constitute the major  
biological factors for selecting their habitat and growth 
by species in the marine environment. 
 Plankton production in aquatic environment depends 
upon availability of nutrient and light. A basic mathe-
matical formulation for nutrient and plankton dynamics 
has been reported earlier2–4. Nutrients are dissolved inor-

ganic forms of nitrogen, phosphorus and silicon, which 
are utilized by photosynthetic organisms in the formation 
of organic matter or phytoplankton. Phytoplanktons are 
plant forms of plankton community, capable of photosyn-
thesis in the presence of sunlight and serve as the basic 
food source for all aquatic food chain. Zooplanktons are 
small floating animals and are predators of phytoplank-
ton. Along with phytoplankton, they make up the plank-
tonic food supply in food chain. Forage fish production is 
based on ecological transfer of primary production to  
forage. It is a secondary consumer and occupies central 
position in the marine food web. Higher concentration of 
primary production conserves alleviated level of secon-
dary and tertiary production. This process of forage fish 
production has been modelled earlier5,6 where a model of 
tuna forage distribution in the equatorial pacific based on 
advection–diffusion reaction equation was proposed with 
constant recruitment of primary production. 
 The physical, biological and chemical processes are 
usually represented by a system of partial differential  
equations in a mathematical framework referred to as  
the system of advection–diffusion-reaction equations. 
The advection and diffusion terms represent physical 
processes while the reaction term in the governing equa-
tions represent biological and chemical processes. Due to 
their highly nonlinear nature and different temporal 
scales, the governing equations together with boundary 
conditions form a stiff boundary value problem of evolu-
tion type. Such problems are difficult to solve and a 
common approach employed is an operator splitting tech-
nique (OST) followed by an accurate numerical scheme. 
The method consists of decomposing the problem into 
components where each component problem corresponds 
to a characteristic scale of a physical or biological process. 
OST thus transforms a complex problem into a sequence 
of simpler tasks. Finally, a global solution is sought by 
iterating the solution of different components. It is sec-
ond-order accurate7,8. For example, it is appropriate to 
elaborate how OST has been applied for the advection–
diffusion-reaction equation which embodies two time 
scales: (i) a relatively faster time scale concerning advec-
tion–diffusion phenomen and (ii) a grossly slow time
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Figure 1. Plot of study area and bathymetry. a, Gulf of Kachchh of study area. b, Bathymetry (m) 
(http://apdrc.soest. hawaii.edu/las/v6/constrain?var=325). 

 
 
scale for biological and chemical reactions in the system. 
The problem is therefore split into two and a solution for 
a single time step is accomplished in two stages: the first 
stage involves solution of the non-reactive (or without 
source) component problem represented by advection–
diffusion type equation; and the final stage is completed 
by obtaining the solution of reactive equations (or with 
source)9. Advection–diffusion equations are usually solved 
with a finite difference or finite element methods, while 
reactive equations are normally solved with an ordinary 
differential equations integrator. Wheeler and Dawson9 
used a time splitting algorithm for solving a system of two-
dimensional nonlinear advection–diffusion-reaction equa-
tions. 
 The main objective of this article is to reproduce the 
spatial-temporal distribution of nutrient, plankton and  
forage fish in Gulf of Kachchh. A coordinate transforma-
tion is used to convert the physical domain into a rectan-

gular domain so that a second order finite difference 
numerical technique could be used. This model might be 
of interest to ecological modellers, as it enables to bring 
out the essential features of the data like the bimodal  
oscillations in the monthly mean chlorophyll-a of 
SeaWiFs data. 

Study area 

Gulf of Kachchh (2220N–2340N, 6820E–7040E) is 
an inlet of the Arabian Sea, west coast of India, in Jam-
nagar district of Gujarat state (Figure 1 a). It is a shallow 
water body with depth extending from 120 m at the 
mouth to less than 20 m at the head (Figure 1 b). The  
climate is semi-arid and the maximum rainfall is 
50 cm/year. It has little run-off from land and no major 
river flows into it. However, a large volume of suspended



RESEARCH ARTICLES 
 

CURRENT SCIENCE, VOL. 113, NO. 6, 25 SEPTEMBER 2017 1109 

Table 1. Observed data at the Kandla Creek of Gulf of Kachchh11 

Variable Range Minimum Maximum Average Standard 
 

Pre-monsoon (February–May) 
 Nutrient (mol N/l) 91.5 4.9 96.4 38.0 5.34 
 Chlorophyll a (mg/m3) 2.4 0.2 2.6 0.9 0.6 
 Primary production (mg/m3h) 1.7 0.0 1.7 0.5 0.6 
 

Monsoon (June–September) 
 Nutrient (mol N/l) 72.1 12.3 84.4 40.5 4.06 
 Chlorophyll a (mg/m3) 1.8 0.1 1.9 0.6 0.4 
 Primary production (mg/m3h) 1.2 0.1 1.3 0.5 0.5 
 

Post-monsoon (October–January) 
 Nutrient (mol N/l) 79.5 10.0 89.5 42.4 4.68 
 Chlorophyll a (mg/m3) 2.0 0.1 2.1 0.7 0.6 
 Primary production (mg/m3h) 1.9 0.0 1.9 0.7 0.7 

 
 
sediments enters into the Gulf from northwestern side. 
Moreover, low turbid water masses from south travel 
northwards along the southeastern coast and finally move 
towards the northeast10. Most importantly, Gulf of 
Kachchh is one of the few coastal zones in the world that 
has rich bio-diversity and high productivity. 

Nutrient and plankton characteristics of the study  
area 

Sediments and dust particles transported by eddies during 
post-monsoon season in the water column of Gulf of 
Kachchh, remineralize to nutrients that, in turn, lead to an 
abundance of nutrients. Sufficient light helps in more 
phytoplankton growth. During winter, light for photosyn-
thesis is insufficient, hence phytoplankton growth rate 
decreases. However, dead plant biomass and organic  
matter also remineralize to nutrients during spring sea-
son, thus making them abundant. Higher concentrations 
of phytoplankton increase zooplankton growth and forage 
fish reach its maximum during spring and post-monsoon. 
Average catch of fish is 1.4  105 tonnes/year. Thus, Gulf 
of Kachchh provides suitable ecological and environ-
mental conditions for marine species (http://www.icmam. 
gov.in/GOK.PDF). 
 Table 1 (ref. 11) gives an average of five years data, 
based on the observations for nutrients (phosphate, ni-
trate, nitrite, ammonia and silicate) and phytoplankton at 
the Kandla Creek (2255N–2305N, 7020E–7040E) 
during 2002 to 2006. Water samples were collected regu-
larly twice in every season; pre-monsoon (February–
May), monsoon (June–September) and post-monsoon 
(October–January) during five years. The concentrations 
of nutrient, chlorophyll-a and primary production and the 
ranges of their variation are more during pre- and post-
monsoon than those during monsoon for all the observed 
data. 
 Figure 2 a–c is based on the monthly time series of 
plankton data12 at the Okha port during 1969. Cubic 

spline is used for interpolation. Two peaks are seen for 
phytoplankton (Figure 2 a), a primary one in September–
October due to a bloom and secondary peak in January or 
June due to more than one genus and species of diatoms. 
More than one peak is observed for zooplankton (Figure 
2 b), a primary peak in October and a secondary peak in 
March, though a minimum is observed in August. The 
time lag between phytoplankton and zooplankton bloom 
is around 30 days (Figure 2 c). In situ measurement in 
Table 1 shows maximum concentration of nutrient, chlo-
rophyll-a and primary production during peak period in 
Figure 2. 
 Figure 3 shows SeaWiFs estimated monthly mean area 
of averaged chlorophyll-a and interpolated data of 2010 
along with a continuous curve for the study area (68E–
70E, 22N–23N). The bimodal distributions show two 
peaks, a major during September and a minor in April. 
 The entire plankton data (Table 1, Figures 3 and 4) show 
two peaks in the monthly data of a year, i.e. one minor in 
spring season and one major in post-monsoon. This is  
because spring and post-monsoon periods have sufficient 
light and nutrient to increase both phytoplankton and 
zooplankton production. 

Ocean currents in the study area (selected grids) 

Limited data on ocean currents (0.5  0.5 grid size) is 
available on the website http://las.incois.gov.in/las/UI. 
vm. In this study, coarser current field of 2010 has been 
interpolated to a finer field using the method of cubic 
splines. The interpolated field for the whole domain at a 
resolution of 0.05  0.05 is finer than the minimum 
phytoplankton patch of about 22 km size as shown in 
Figure 4 (ref. 1). The region has seasonally reversing 
monsoonal currents forced by monsoonal winds that 
dominate the physical processes. The summer monsoonal 
current (SMC) flows eastward during summer monsoon 
(May–September) and the winter monsoon current 
(WMC) flows westward during the winter monsoon
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Figure 2. Plots of observed (-*-) and interpolated (-) data12. a, Phytoplankton; b, Zooplankton; c, Interpolated phytoplankton 
and zooplankton. 

 
 

 
 

Figure 3. Area averaged interpolated and monthly mean SeaWiFs 
Chl a, 2010. 

(November–February)13. Figure 4 shows the flow of 
ocean currents, northeast in May–August and southwest 
in November–February. The seasonally reversing wind 
driven circulation is responsible for the upward move-
ment of nutrients from the bottom to top layer in a water 
column which impacts the marine biological processes in 
the region. 

Model structure and equations 

Compartmental ecosystem models of the mixed layer are 
widely used in marine ecology. The coupling of different 
compartments is the key issue in mathematical modelling 
as different compartments represent phenomena that  
have different time scales. In this regard, Steele14 and  
Fasham et al.3 made a basic assumption that the mixed 
layer could be considered biologically homogeneous. 
Therefore, one may assume that the physical mixing rates 
in the biological homogeneous layer are faster compared 
to the growth rates of organisms. This simplification has
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Figure 4. Plots of ocean currents from interpolated data. a, 16 January 2010; b, 16 March 2010; c, 16 May 2010;  
d, 16 July 2010; e, 16 September 2010; f, 16 November 2010. 

 
 
probably proved to be a robust assumption in most cases 
of ocean basin and hence it has also been applied in the 
model formulation of this study. Further, ecosystem sea-
sonality has been assumed to be driven by seasonal 
changes in incident photosynthetically active radiation 
(PAR) and vertical depth of coastal basin3. The formula-
tion of biological model is similar to those used in earlier 
studies2,6,15,16. The governing equations of the two-
dimensional physical-biological model for the five com-
partments are described in the following section. 

Governing equations 

 
2 2

2 2 ,x y N
N N N N Nu v B
t x y x y

     
    
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 (1) 
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where 
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The parameters and different terms have been explained 
in detail in the section description of the terms of the eco-
logical model. More information could be obtained from 
the refs 2, 3, 6, 15 and 16. 

Initial and boundary conditions 

Equations (1)–(5) are of evolution-type and involve two 
space variables (x, y). Hence to resolve the governing set 
of equations, an initial distribution over the study domain 
and appropriate boundary conditions for each species are 
required to limit the numerical solution. 
 
Initial conditions: Initial conditions are prescribed by 
assigning a constant value to each variable which evolve 
in course of time as the model integration proceeds. Thus, 
we have at t = 0. 
 
 0 0 0( , ,0) ,  ( , ,0) ,  ( , ,0) ,N x y N P x y P Z x y Z    
 
 0 0( , ,0)  and ( , ,0) ,D x y D F x y F   (12) 
 
where N0, P0, Z0, D0 and F0 are constant values of the  
dependent variables at t = 0. Since the equations are of 
evolution type, if their integration is carried out suffi-
ciently long, the system will reach a steady state which 

would be independent of the prescribed initial conditions 
but would depend on the boundary conditions though. 
 
Boundary conditions: Along the coastline, diffusive 
flux of all biological tracers is assumed to vanish, that is 
 

 0 0N P Z D F B
     
     

     
     

, 

 
  at the coastal boundary, (13) 
 
where  is a unit vector perpendicular to the coastline. 
On the open ocean side, concentrations of the biological 
tracers are prescribed as  
 
 N = Nb, P = Pb, Z = Zb, D = Db and F = Fb,  
 
 along the open ocean boundary. (14) 
 
The values of Nb, Pb, Zb, Db and Fb at the boundary are 
given in Table A1 of Appendix A. 

Description of the terms of the ecological model 

The terms on the left side of eqs (1)–(5) represent the rate 
of change of the respective biological tracer and the hori-
zontal advection by ocean currents. Zonal and meridional 
components are given by u and v respectively. The veloc-
ity field (u, v) has been taken from the ocean circulation 
model (http://www.incois.gov.in/Incois/indofos_surface-
currents.jsp). The terms on the right side represent the 
diffusion and source terms of biological tracers (N, P, Z, 
D, F). The diffusion coefficients x = y =  are taken as 
a constant and their values prescribed within the range ly-
ing between 100 m2/s and 3200 m2/s (ref. 17). 
 
Nutrients (N): Equation (1) represents the mathematical 
expression of temporal and spatial distribution of nutri-
ent. {( ( , , ) )/( )}NH t N K N P    represents the loss due 
to the uptake of nutrient by phytoplankton and rp repre-
sents the recruitment due to metabolic loss of phyto- 
plankton. {( ( , , ) )/( )}NH t N K N    is the average daily 
phytoplankton specific growth rate according to Micha-
elis–Menten hyperbola where (, H, t) is the light lim-
ited growth rate and {N/(KN + N)} is a non-dimensional 
nutrient limiting factor. (, H, t) is also called photosyn-
thetic rate of phytoplankton2 which changes periodically 
over a period of one year (Figure 5). In order to imple-
ment annual changes of temperature and light and also to 
incorporate the seasonal sequence of events, the formula-
tion of Evans and Parslow2 is followed accordingly 
 

 
1

2 21 0

2 d d( , , ) ,
( )

k HeQ x y xH t
k H y y x





  


   (15) 
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where 
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2
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3( sin sin cos cos sin ),  (1 ) .
8
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
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 (17) 
 
The term r1Dr1D corresponds to remineralization of detri-
tus into nutrient, while ((m0 +  +(t))/H)N0 represents  
addition of nutrient in the system through vertical diffu-
sion from sediments at the depth H; NS being the sedi-
ment nutrient concentration; and m0 is the vertical mixing 
rate. The sediments in the Gulf of Kachchh are suspended 
matter and clay particles with high concentration between 
21 mg/l and 69 mg/l (ref. 18). 
 
Phytoplankton (P): Equation (2) represents the mathe-
matical expression of temporal and spatial distribution of 
phytoplankton. There are several terms in this equation 
that pertain to different mechanisms: –P2/(KP + P) is the 
congestion mortality of phytoplankton 
 

 1 ( )
( )

th

Z th

c A A Zp P
A K A A


 

 

 
represents the loss of phytoplankton due to grazing by 
zooplankton; and 
 

 0 ( )
( )

m t
P

H t
 

  

 
corresponds to the loss of phytoplankton to the bottom of 
shallow water body. 
 

 
 

Figure 5. Photosynthetic rate of phytoplankton at (23N, 6954E). 

Zooplankton (Z): Equation (3) represents the mathe-
matical expression of temporal and spacial distribution of 
zooplankton. 
 

 
( )

( )
th

Z th

ec A A Z
K A A


 

, 

 
is the growth term due to grazing of phytoplankton and 
detritus by zooplankton. The term –gZ is the natural  
mortality. 
 
Detritus (D): Detritus is a non-living particulate organic 
material. It includes the bodies or fragments of dead  
organisms as well as faecal material. Detritus is typically 
colonized by communities of microorganisms, which act 
to decompose (or remineralize) the material. It is  
assumed that detritus could be recycled within water col-
umn by two mechanisms, re-ingestion by zooplankton or 
remineralization of it into nutrient. 
 Equation (4) represents the mathematical expression of 
temporal and spatial distribution of detritus. 
 

 1 (1 ) ( )
( )

th

Z th

e c A A Zp P
A K A A

 
 

 

 

represents the growth term due to unassimilated phyto-
plankton and 
 

 2 ( )
( )

th

Z th

ec A A Zp D
A K A A


 

 

 

is the loss term due to grazing of detritus by zooplankton. 
 
Forage fish (F): Forage fish are small pelagic fish, 
which are preyed upon by larger predators. The ocean 
primary producers mainly contain planktons which pro-
duce food energy from the sun and forage fish transfer 
this energy by eating the planktons and in turn become 
food for the higher predators. Thus, forage fish occupy 
central position in the ocean food web. 
 Equation (5) represents temporal and spatial distribu-
tion of forage fish. F is the total mortality (natural and 
fishing mortality) and exp( )rtrm PP  represents the  
recruitment of forage fish in the form of primary produc-
tion PP with unit mmol N/m3day. 
 The parameters and their range of values listed in Table 2 
are taken from literature2,3,6,15,16,19 and sensitive analysis. 

Numerical description 

Equations (1)–(5) for advection–diffusion-reaction type 
equations are given by 
 

 ( ) . ( , , , ),B B V B f H B t
t

 


     


 (18) 
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Table 2. Description of parameters used in simulations 

Parameter Parameter description Unit Value and range 
 

(, H, t) Light photosynthetic rate 1/day – 
H Depth of shallow region of Ocean m – 
tr Characteristic time of recruitment day 100 (90–120) 
KN Uptake half saturation mmol N/m3 0.5 (0.25–0.75) 
KZ Grazing half saturation for Z mmol N/m3 1 (0.5–1.2) 
m0 Vertical mixing rate m/day 0.1 (0.03–0.2) 
Ath Concentration at threshold of A mmol N/m3 0.1 (0.05–0.15) 
r Plant metabolic loss 1/day 0.05 (0.02–0.07) 
r1 Remineralization rate of D 1/day 0.04 (0.004–0.2) 
g Mortality rate of Z 1/day 0.03 (0.01–0.07) 
 Mortality rate of F 1/day 0.01 (0.005–0.02) 
e Grazing efficiency for Z – 0.85 (0.5–1.0) 
Q Maximum growth rate of P  1/day 2 (1–3) 
k1 Light attenuation by water m 0.1 (0.04–0.12) 
k2 Low light photosynthetic slope 1/langleys 0.04 
 Range for latitude degree 22.15–23.7 
 Congestion mortality rate for P  1/day 0.03 (0.02–0.05) 
kP Congestion half saturation for P mmol N/m3 0.75 (0.25–0.75) 
p1 Relative preference for grazing of P – 0.7 (0.4–0.7) 
p2 Relative preference for gazing of D – 0.3 (0.25–0.3) 
S0 Solar constant langleys/min 1.952 
a0 Average albedo of Earth – 0.3 

 
where B represents any one of the species in system (1)–
(5). These equations have two time scales, advection–
diffusion terms (( B) – V  B) have a faster time 
scale that needs a discrete time step of the order of sec-
onds, while reaction terms (biological terms) or source 
minus sink terms ( f (, H, B, t)) have a slow time scale of 
the order of a day. If the entire system of equations is 
treated with one time scale, then the biological terms 
(source terms) of the model become 10–2 times smaller 
than advection–diffusion terms. Thus, the role of biologi-
cal terms will get neglected if care is not taken. To ad-
dress stiffness in the system of equations arising due to 
such time scales differing by several orders of magnitude,  
operator splitting technique (OST) is used to solve model 
equations. More details of OST are given in Appendix A. 
 To integrate the governing system of equations by nu-
merical means, the location (2220N, 6820E) in Gulf of 
Kachchh is taken as origin (O) for adopting a rectangular 
coordinate system. OX and OY are respectively chosen in 
the zonal and meridional directions of the earth coordi-
nate system. Since the area of the domain of computation 
is very small, curvature of the earth has been neglected. 

Coordinate transformation 

To facilitate numerical treatment of discrete analogues of 
governing equation on an irregular boundary configura-
tion, a coordinate transformation (Figure 6) is introduced, 
which is based on a new set of independent variables x 
and , where 
 

 1

2 1

( )
.

( ) ( )
y b x

b x b x






 (19) 

This mapping transforms the analysis area into a rectan-
gular domain given by 0  x  Lx, 0    1. Thus, the  
extremities of the domain y = b1(x) and y = b2(x) correspond 
respectively to  = 0 and  = 1. The transformed equa-
tions and boundary conditions are given in Appendix B. 

Grid generation 

(a) The discrete coordinate points for physical plane are 
defined by 
 

 for 0, 1, 2, ..., ; ,i
Lx x i x i m x
m

       (20) 

 

 ( ) ( ) ( ) for 0, 1, 2,..., ,jy i y i j y i j n     
 

 2 1( ) ( )
( ) ,

b i b iy i
n


   (21) 

 

(b) The discrete coordinate points for computational 
plane are defined by 
 

 for 0,1, 2, 3, 4, ..., ; ,i
Lx x i x i m x
m

       (22) 
 

 1 for  0, 1, 2, 3, 4, ..., ;  .j j j n
n

          (23) 

Results and discussion 

The present model was found to be sensitive to diffusion 
coefficient, mortality rate (r, g and ), half-saturation 
constants (KN and KZ), the mixing rate (m0), palatability 
(p1 and p2) and additional amount of nutrient entering  
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Figure 6. Plot of physical and computational plane. a, Physical plane with variable grid; b, Computational plane with regular grid. 
 
 

 
 

Figure 7. Area-averaged model simulated results. a, Nutrient (- -) and detritus (-); b, Phytoplankton (- -) and 
zooplankton (-); c, Forage fish. 

 
 
into the system (NS). However, model simulated results of 
forage fish were most sensitive to the diffusion coeffi-
cient. All other parameters could be fixed with values 
taken from literature2,3,6,15,17. Their descriptions along 

with the corresponding ranges are presented in Table 2. 
Interestingly, change in initial conditions did not have any 
impact on the profile once the steady state was reached. 
Such a result was expected because the time-dependent 
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terms in the equations lose significance as the model 
simulations approach towards the steady state. Therefore, 
the present model could be effectively used for ecological 
modelling of Gulf of Kachchh, though we do not percieve 
any difficulty in its use for smaller areas of other geo-
graphical region. Several model runs were performed to 
simulate the bimodal oscillation in a year by varying the 
various parameters given in Table 2 so as to produce this 
unique feature observed in the available biological and 
ecological data of Gulf of Kachchh. 
 The area-averaged concentration of nutrient (Figure 
7 a) shows a minor peak during spring (March), which 
again reaches a maximum during post-monsoon (Septem-
ber). Detritus closely follows the same pattern as depicted 
by the nutrients but with a phase lag of a month. During 
pre- and post-monsoon, dead bio-products are recycled 
into nutrients and other organic materials which make the 
coastal water nutrient rich. However, Figure 7 b shows a 
minor peak during pre-monsoon and a major peak during 
post-monsoon for both phytoplankton and zooplankton 
with a time lag of nearly a month. This result is consis-
tent with observed data that also shows a time lag of a 
month (Figure 2 c) between phytoplankton and zoo-
plankton. During pre- and post-monsoon, the region is 
rich in phytoplankton concentration because of high nu-
trients and sufficient light available for its growth. This 
condition leads to larger zooplankton population in the 
area, since they feed on phytoplankton. Area-averaged 
concentration of forage fish (Figure 7 c) is higher during 
March (minor peak) and September and November (ma-
jor peak). These periods are favourable for forage be-
cause of food abundance. Forage fish population is 
observed to be maximum during the same period (pre- 
and post-monsoon) of maximum phytoplankton and  
zoo-plankton. The concentration decreases during March–
May and July–September due to less planktons and for-
age fish become prey themselves. As mentioned earlier, 
 
 

 
 

Figure 8. Model simulated results without advection–diffusion. 

the distribution of forage fish is seen to be sensitive to the 
change in values of the diffusion coefficient. The concen-
trations of forage fish decrease as diffusion coefficient in-
creases, though decrease rate is maximum during the peak 
forage distribution period (Figure 7 c). 
 The biological model without advection–diffusion 
terms could reproduce only one peak in a year in the  
absence of ocean currents (Figure 8). However, the situa-
tion changed dramatically when ocean currents were  
incorporated in the simulations and two peaks are  
observed in a year (Figure 7). This result also underscores 
the significance of dynamics on the ecological changes in 
the region as oceanic physical processes have major role 
during marine biological processes. The spatio-temporal 
model in this study appears to be quite suitable for the 
ecological modelling of Gulf of Kachchh as it can repro-
duce the influence of periodic pattern of ocean currents 
on the pattern of ecological dynamics. 
 Figure 9 a–c compares the trends of model simulated  
results with observed data. Chlorophyll and phytoplank-
ton are two different quantities but chlorophyll is directly 
proportional to phytoplankton. Therefore, seasonal  
pattern of chlorophyll and plankton should be similar. A 
comparison of simulated phytoplankton concentration 
and SeaWiFs derived monthly mean chlorophyll a is 
shown in Figure 9 a while Figure 9 b presents its direct 
evaluation with in situ data12. The large number of cells 
consist maximum biomass of plankton and similar pat-
terns. SeaWiFs derived monthly mean chlorophyll shows 
two minor peaks in January–February and April but the 
major peak could be noticed in September. In situ data 
shows two minor peaks in January and May–June and one 
major peak in September. Model simulated phytoplankton 
also shows one minor and one major peak in the same pe-
riod showing a marginal shift from in situ data (Figure 
9 b). However, simulated zooplankton is also compared 
with the in situ data12. In situ data shows one minor peak 
in March and one major peak in October. Similarly,  
model-simulated zooplankton also shows one minor and 
major peak in the same period with marginal shift from in 
situ data (Figure 9 c). The qualitative comparison of model 
simulated results and observed data show similar pattern. 

Conclusion 

The ecological model used in this study reproduces the 
variations in concentration of different species that match 
with observations during the period in which their con-
centration peaks. The results, like those of other models, 
depend heavily on parameter values used in the govern-
ing equations. Non-linear oscillations or distinct seasonal 
patterns and periodicity found in phytoplankton, zoo-
plankton and forage fish distribution usually correlate 
well with changes in environmental parameters, particu-
larly light, nutrient availability and factors like palatabi-
lity associated with grazing15. 
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Figure 9. Plot of observed and model simulated data. a, Area-averaged SeaWiFs Chl a and model simulated phytoplankton;  
b, In situ and model simulated phytoplankton at Okha port. c, Observed (- -) and model simulated zooplankton (-) at Okha port. 

 
 
 The present study brings out a successful approach 
based on a mathematical model to exploit the limited data 
resources now available to carry out intense research in 
this area. According to model simulated results as shown 
in Figures 7 and 8, the oceanic circulations play an  
important role during biological processes and redistribu-
tion of marine plankton and forage fish. The model is 
able to reproduce the trend in observed/satellite data as 
shown in Figure 9. The photosynthesis rate of phyto-
plankton and physical processes are responsible for re-
producing bimodal oscillation, periodic behaviour and 
spatio-temporal distribution of biological productivity. 
 The coordinate transformation is useful to convert ir-
regular boundary domain into required rectangular do-
main during numerical simulations for higher order of 
accuracy. Biological processes are very slow compared to 
physical processes. Thus it takes days to observe changes 
in the marine plankton and forage fish whereas changes 
in ocean circulations and other physical processes can be 
observed within seconds or minutes. OST helps in better 
handling of slow and fast time scales together. The model 
is highly promising and there is a need to include more 
species and recent data for better validation. 
 

Appendix A. Operator splitting technique (OST) 
 
In operator splitting method, the operator (B/t) is split 
into two parts corresponding to the two different time 
scales20. The equations are handled in the following way: 

1. Advection–diffusion equation with temporal scale in 
seconds. 
 

 ( ) .B B V B
t




    


 (A1) 

 

2. Ecological equation with temporal scale in days. 
 

 ( , , , ).B f M B t
t







 (A2) 
 

Global temporal step size for advection–diffusion-
reaction equation is t. Local temporal step size for  
advection–diffusion term (physical or transport term) is 
t1 and that for reaction term (biological or source term) 
is t2. 

Method of solution 

1. Solution of equation (18) for (0  t  t): 
(i) Equation (A1) solved for the following initial and 
boundary conditions: Initial condition: B(x, y, 0) = B0(x, y) 
and boundary conditions (B/) = 0 at coastal boundary 
and B(x, y, t) = Bb at open ocean. 
 Solution of eq. (A1) at t = t using finite difference 
scheme (Crank–Nicolson method) with step size t1 is  
obtained as 
 

 1( , , ) ( , ).PB x y t B x y   (A3) 
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Table A1. Initial and boundary parameters 

Parameter Parameter description Unit Values 
 

N0 Nutrient at initialization time of model mMol/m3 1 
Nb Nutrient at boundary  mMol/m3 0.01–0.9 
P0 Phytoplankton at initialization time of model mMol/m3 0.2 
Pb Phytoplankton at boundary mMol/m3 0.01–0.6 
Z0 Zooplankton at initialization time of model mMol/m3 0.2 
Zb Zooplankton at boundary mMol/m3 0.01–0.6 
D0 Detritus at initialization time of model mMol/m3 0.1 
Db Detritus at boundary mMol/m3 0.01–0.3 
F0 Forage fish at initialization time of model mMol/m3 0.2 
Fb Forage fish at boundary mMol/m3 0.01–0.6 
t Combination time step of two processes day 1 
t1 Time step for physical processes Second 86.4 
t2 Time step for biological processes day 0.001 
x Spatial step along zonal direction m 5565.9 
y Spatial step along meridional direction  m 347.83–5565.9 

 
 
(ii) Equation (A2) solved for the following initial condi-
tions: 
 

 Initial condition: 1( , ,0) ( , ).PB x y B x y  
 
Solution of eq. (A2) at t = t using Runge–Kutta method 
with step size t2 is obtained as 
 

 1( , , ) ( , ).BB x y t B x y   (A4) 
 
Solution of eq. (18) at t = t is 
 
 1( , , ) ( , ).BB x y t t B x y    (A5) 
 
2. Solution of eq. (18) for (n – 1)t  t  nt: 
 
(i) Equation (A1) solved for the following initial and 
boundary conditions:  
 
Initial condition: 1( , ,0) ( , )B

nB x y B x y  and boundary 
conditions: B/ = 0 at coastal boundary and B(x, y, 
t) = Bb at open ocean. 
 
Solution of eq. (A1) at t = nt using finite difference 
scheme (Crank–Nicolson method) taking step size t1 is 
obtained as 
 

 ( , , ) ( , ).P
nB x y n t B x y   (A6) 

 
 (ii) Equation (A2) solved for the following initial condi-
tions: 
 
Initial condition: ( , ,0) ( , ).P

nB x y B x y  
 
Solution of eq. (A2) at t = nt using Runge–Kutta method 
taking step size t2 is obtained as 
 
 ( , , ) ( , ).B

nB x y n t B x y   (A7) 

Solution of eq. (18) at t = nt is 
 
  is ( , , ) ( , ),  1, 2,....B

nt n t B x y t n t B x y n       (A8) 
 
 
Appendix B. Transformed equations and boundary 
conditions 
 
 (a) After the coordinate transformation, eqs (1–5) are 
in the form 
 

 
2 2

2 2+B B B B Bu V
t x x 

 
    

   
    

 

 

   
2

+ ( , , ),x
B f B H t

x 


 
 

 (B1) 

 

 11 2 bb bV v u
b b x x x

 
                

 

 

   
2 2

1
2 2 .b b

b x x
 
  

     
 (B2) 

 
2

1 1
2

21 , ,x
b bb b
x x b x xb 

  
                          

 

 (B3) 
 
where f (B, H, t) is the biological term corresponding to 
N, P, Z, D and F. 
 
 (b) Boundary conditions 
 
 0( ,0, ) ( , ) for 0  andB x t B x t x l    
 

 0 for  at 0,B l x L 



   


 (B4) 
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 0(0, , ) ( , ) for 0 1 at 0,B t B t x       (B5) 
 

 0 for 0  at 1,B x L 



   


 (B6) 

 

 0 for 0 1 at .B x L



   


 (B7) 
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