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When citations occur, authors tend to express their 
emotions implicitly, which makes it difficult to identify 
the sentiment of citation context. However, authors 
will still use specific linguistic patterns to express their 
emotions in citation context. This article explores the 
linguistic patterns of emotional expression in citation 
context, and on this basis recognizes the sentimental 
polarity of citation context. Conditional random fields 
(CRF) model is introduced to annotate the logical re-
lationship between syntactic structure and vocabula-
ries in linguistic patterns. By analysing the effect of 
the generated CRF templates in classifying the subjec-
tive/objective sentences and the positive/negative emo-
tional polarity in citation context, the role of linguistic 
patterns in classifying the citation sentiment is dis-
cussed. Experimental results show that the CRF mod-
el based on linguistic patterns is superior to the 
commonly used support vector machine (SVM) model 
in both subjective/objective and emotional polarity 
classification tasks. In the SVM model, the contextual 
information of citation context is considered by intro-
ducing one deep learning model of Word2vec. It shows 
that extracting linguistic patterns from the citation 
context helps reflect the way in which an author orga-
nizes his/her language in expressing his/her emotions. 
Extracting these linguistic patterns helps improve the 
performance of sentiment classification of citation 
context. 
 
Keywords: Citation context, conditional random fields, 
linguistic patterns, sentiment classification, support vec-
tor machine. 
 
TRADITIONAL citation analysis mainly focuses on the  
citation frequency of the cited documents, but ignores the 
content of citation context. This makes it difficult for tra-
ditional citation analysis to effectively acquire the cita-
tion sentiment to the cited documents. Thus it is not easy 
to effectively evaluate the value of the cited documents. 
The development of natural language processing techno-
logy has greatly encouraged research on citation context 
analysis1–6. The recognition of citation sentiment embo-
died in citation context has become an important research 
topic in citation context analysis. Sentiment recognition 

of citation context can help to reveal the motivation of  
researchers’ citation and distinguish the value of the cited 
documents7–11. However, sentiment recognition of cita-
tion context is much more complex than sentiment analy-
sis of traditional text (such as micro-blog text). The 
citation context has its own characteristics. For example, 
when citations occur, an author usually implicitly  
expresses his/her emotions, especially his/her negative 
emotions. This greatly increases the difficulty of senti-
ment recognition of the cited context. How to recognize 
more accurately the implicit emotional tendency in cita-
tion context has become difficult in sentiment analysis of 
citation context. 
 At present, research on sentiment polarity recognition 
in citation context mainly focuses on the application of 
machine learning methods and selection of input features. 
Sentence subject12, clue words13–15, n-gram16,17, negative 
phrase12,18 and dependency relations18 were extracted as 
inputs of different machine learning models to explore 
the role of these features in sentiment recognition of the 
cited context. Referring to sentiment lexical in other 
fields, researchers established the sentiment lexical of  
citation context in order to realize the sentiment recogni-
tion of citation context19. Although these features extract 
the syntactic structure from different aspects, they are 
relatively isolated and fail to fully examine the context 
information where these features exist and the semantic 
information brought about by a combination of features. 
Some researchers confirmed that adding contextual  
information in the citation sentence can help identify cita-
tion sentiment more accurately, especially to improve the 
recognition effect of negative sentiments18,20.  
 Recently, researchers found that authors of articles often 
used specific linguistic patterns to express their feelings 
to the citation context19,21,22. The linguistic patterns in  
citation context reflected the way in which an author  
organizes his/her language in expressing his/her emotions 
and contributed to fully examining the context informa-
tion and semantic information. However, these linguistic 
patterns only contain relatively simple logical relation-
ships between features or word patterns by n-gram. For 
example, only the logical relationship between sentiment 
words and negative words was considered. If there are 
negative words around sentiment words, polarity will be 
reversed19. Through careful observation of the citation 
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context, we found that there are more complex linguistic 
patterns in the citation context. Although no emotional 
words may appear in these linguistic patterns, they still 
show specific emotional tendencies through more com-
plex feature combinations. In this article, we explore the 
complex linguistic patterns used to express implicit emo-
tions in citation context, which include word patterns and 
structure patterns together, and extract the feature combi-
nation patterns in these linguistic patterns. It is hoped that 
through the effective expression of these complex feature 
combination patterns, the effect of sentiment recognition 
of citation context will be improved. 
 Conditional random field (CRF) is a discriminant 
probability model which has been widely used in natural 
language processing to annotate and partition sequential 
data23. Compared with other discriminant models, the  
advantage of the CRF model is that it can fuse the context 
information of tagged data, effectively identify the logical 
structure between features, and take into account the 
complex dependencies between words24. Compared with 
hidden Markov model and other probabilistic graph models, 
the tag template provided by CRF has a greater ability to 
fuse related features, and can give full play to the advan-
tages of multi-feature combination25. Therefore, the CRF 
model was introduced in this study to annotate the linguistic 
patterns in citation context, and to vectorize the logical 
structure between complex features in the linguistic pat-
terns. By transforming these linguistic patterns into tem-
plates in CRF and using these templates to identify citation 
sentiment, we discuss the role of these complex linguistic 
patterns in sentiment recognition of citation context. 

Data source and pre-processing 

Data source 

The original data used in this study are from the public 
data provided by Abu-Jbara et al.12 (http://clair.si.umich. 
edu/corpora/citation_sentiment_umich.tar.gz). They had 
selected 30 articles from the ACL Anthology Network 
(AAN, including 19,000 Natural Language Processing 
(NLP) articles). These 30 articles were cited 3500 times 
by 1493 papers in the corpus. The citation text fragments 
corresponding to the 3500 citations were extracted, each 
of which contained four sentences: a sentence with  
obvious citation marks, the first two sentences before this 
sentence and the following one after this sentence in the 
citing papers. Finally, a corpus containing 3500 citation 
text fragments and 14,000 sentences was generated. Each 
sentence was marked as ‘1’ or ‘0’, according to whether 
it was helpful to sentiment judgment of the citation text 
fragment – ‘1’ indicates that the sentence is helpful in 
identifying the citation sentiment, ‘0’ indicates that it is 
not. The whole citation text fragment had two tags: (1) 
target tags: 1 – criticism, 2 – comparison, 3 – use, 4 – 

experience, 5 – basis, 6 – neutrality; (2) emotional polarity 
tags: 1 – neutrality, 2 – position, 3 – negative. 
 In the annotation of the corpus by Abu-Jbara et al.12, if 
the cited article is used by a third-party author, the cited 
document is marked as a positive citation. In fact, it is 
found that in this case the cited documents are mainly 
mentioned by third-party authors, which actually reflects 
a neutral citation. Based on this observation, we remarked 
the citation text fragment in the corpus. (a) If the citation 
text segment expresses a positive sentiment tendency to-
wards the cited document or indicates that the cited doc-
ument has been directly used, then it is marked as a 
positive citation. (b) If the citated document is compared 
with another article (possibly the same author’s article) 
and to some extent considered better, the citation text 
segment will be marked as a positive citation. (c) If the 
limitation of the cited document is clearly pointed out in 
the citation text segment, the citation text segment is 
marked as a negative citation. (d) If the cited document is 
compared with another article (possibly the same author’s 
article) and is considered poor to some extent, the citation 
text segment is marked as a negative citation. (e) If the  
citation text fragment only describes that the cited docu-
ment has been used by third-party authors, the citation 
text segment is marked as neutral. 

Data pre-processing 

In the original citation text fragments, each fragment con-
tains four sentences. Some of these sentences may not be 
helpful for sentiment classification of the citation text 
fragments. In order to improve the efficiency of sub-
sequent sentiment classification, the sentences in the cita-
tion fragments were first pre-processed by eliminating the 
useless sentences. A new citation fragment corpus based 
on the remaining sentences was generated finally. 
 
A. Pre-processing of raw datasets 
 
(1) If the tags of four sentences in a citation text fragment 
are all labelled as ‘0’, delete this citation text fragment 
because all the sentences in this text fragment cannot help 
judge their citation sentiment. 
 (2) Choose sentences marked ‘1’ from each remaining 
citation text fragment, and form new citation text frag-
ments on this basis. There are three types of new citation 
text fragments: (i) when the sentences labelled as ‘1’  
appear continuously in one citation text fragment, then all 
these sentences form a new text fragment together; (ii) 
when the sentence marked ‘1’ does not appear conti-
nuously in one citation text fragment, it is merged with 
the sentence marked ‘0’ in the middle into a new citation 
text fragment; (iii) when there is only one sentence 
marked as ‘1’ in the citation text fragment, it is treated as 
a new citation text fragment. 
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 (3) Since sentences in the citation text fragments are 
acquired through regular expressions, it is inevitable to 
obtain some sentences which do not conform to the syn-
tactic structure (such as lack of verbs in the sentences). 
These sentences were deleted from the new citation 
fragment corpus. Finally, we obtained a corpus of 1260 
citation text fragments with emotional polarity tags. 
 
B. Pre-processing of reference marking 
 
When writing academic papers, authors usually use spe-
cial formats (such as parentheses) to label references. 
These tags are not part of the sentence and need to be 
processed. The processing steps to the reference tags in 
the corpus are as follows: 
 
Step 1: Simplify the tags of references as: <TREF>⋅⋅⋅ 
<TREF>→<TREF>; <REF>⋅⋅⋅<REF>→<REF> (where 
TREF denotes the target reference; REF denotes the other 
references). 
 
Step 2: For the continuous occurrence of multiple refer-
ence tags, they are further processed in two ways: (i) if 
<TREF> exists in the continuous occurrence of reference 
tags, those tags that appear continuously will be replaced 
by <GTREF>; (ii) if <TREF> does not exist in the conti-
nuous occurrence of reference tags, these tags will be  
replaced by <GREF>. 
 
Step 3: Some reference tags do not act as a sentence 
component in citation text fragments, which should  
be deleted. As shown in Figure 1, the reference tag 
<GTREF> is not used as a sentence component and needs 
to be deleted. However, in order to not lose the location 
information of <GTREF>, we need to track its location 
by syntactic parsing tree. The location of the target refer-
ence is marked by finding the first node of the noun 
phrase before <GTREF>. For example, in Figure 1, after 
the nearest noun ‘models’ to the deleted <GTREF>, a ‘*’ 
symbol is added to mark the location of the target refer-
ence. In this way, the location information of <GTREF> 
will not be lost, and will help find the aspect words which 
 

 
 

Figure 1. An example of pre-processing of reference marking. 

will be used in the following feature selection and anno-
tation process. 
 After pre-processing of the citation text fragments, the 
sentence structure in the fragments is more standardized. 
Then we continue to extract the features suitable for cita-
tion sentiment classification tasks from citation text 
fragments. 

Feature selection and annotation 

On the basis of examining the semantic and syntactic 
structure of citation context, 10 features were extracted 
from the citation text fragments. A combination of these 
features was used to represent the linguistic patterns  
extracted from citation context. Table 1 gives the descrip-
tion of 10 selected features. 
 In Table 1, negative scope is considered to be one of 
the characteristics of citation emotional classification. 
The existence of negative words in sentences may reverse 
the emotional polarity of the text within the scope of ne-
gation. The part of a sentence that may change its emo-
tional polarity under the influence of negative words is 
called the negative scope of the sentence26. In the task of 
citation sentiment classification, taking negative scope as 
one of the features helps identify the parts affected by 
negative words, which will help to effectively determine 
the emotional polarity of citation text fragments12,18,27. 
This article proposes seven rules for defining negative 
scope. 
 

(1) If the main verb in a sentence is negated, the whole 
sentence is within the scope of negation. 

(2) If the negative word is located in the clause of the 
sentence, its influence is limited to the clause (the 
coordinating conjunction is used as the boundary). 

(3) If the negative word is located in the main sentence, 
the whole sentence is within the scope of negation 
(including clauses). 

(4) If the negative word lies in a clause, the whole 
clause is within the scope of negation, excluding the 
subject clause (the subordinating conjunction is used 
as the boundary). 

(5) If the subject of a sentence is in the negative range, 
the whole sentence is in the negative range. 

(6) If the object of the main verb in a sentence is  
negated, the whole sentence is within the scope of 
negation; if it is not the main verb, the object is 
within the scope of negation (if the object is noth-
ing, the scope of negation is the subject and verb of 
the sentence). 

(7) If an adjective in a noun phrase is negated and acts 
as a predicative adjective, the scope of negation is 
the whole sentence; if it does not act as a predicative 
adjective, the scope of negation is the whole noun 
phrase. 
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Table 1. Description of the 10 selected features 

Features Description 

Word Words in citation text fragments. 
Part-of-speech Using Python Natural Language Toolkit (NLTK) to annotate the part-of-speech. 
Aspect word If <TREF> exists in a sentence, find the noun phrase where <TREF> is located and mark all the nouns in the 

noun phrase as aspect words; if <TREF> does not appear in the sentence but a symbol (*) does, find the 
noun phrase where the symbol (*) is located and mark all the nouns in the noun phrase as aspect words. 

Evaluation word and its polarity (a) Words that directly reflect sentiment tendencies such as adjectives and adverbs, are marked as evaluation 
words and labelled as positive or negative accordingly. Some verbs also have obvious sentiment tendency 
by modifying aspect words. These are also detected and marked as evaluation words with positive or nega-
tive polarity accordingly. (b) Some words indirectly reflect sentiment tendencies in the citation text frag-
ments, such as some verbs. When the citing document (usually expressed in the first person, such as we, 
our, this paper, etc.) is taken as the subject or object and the cited document correspondingly is taken as the 
object or subject, the conjunctive verbs (such as use, application, etc.) between the subject and the object 
are extracted as evaluation words, and the polarity is marked as neutral. 

Adversary word Transitional conjunctions in sentences. 
Negative word Negative words in sentences. 
Scope of negation Part of a sentence that is affected by negative words and leads to a change in emotional polarity. 
Personal subject  Personal subject of the current document. 
Syntactic structure information Stanford Parser is used to obtain the following four kinds of syntactic dependencies in each sentence: subject-

predicate-object relationship of the sentence; active-passive relationship of the predicate verb; adverb-
adjective relationship; adjective-noun relationship. 

n-gram In this work 3-gram was used because it could reflect the word patterns and capture longer technical terms, 
which have been demonstrated to have a better effect18. 

 
 
A combination of these features was input into CRF to 
express the linguistic patterns extracted from the citation 
fragments. Table 2 shows the annotations and descrip-
tions of these features in CRF. 
 According to the features described in Table 1, 297  
aspect words, 339 evaluation words (including 176 posi-
tive words, 67 negative words, 96 neutral words), 13  
adversative words and 14 negative words were obtained 
by tagging of the citation text fragments. Table 3 gives 
examples of these words. 

Feature template construction 

When citing other works, an author usually expresses 
his/her citation sentiment implicitly, especially when 
negative citation occurs. However, analysis of the ways 
in which implicit sentiments are expressed in citation 
texts shows that the author tends to implicitly express 
his/her citation emotion through specific linguistic pat-
terns. This makes the citation sentiment classification to 
be closely related to the effective recognition of linguistic 
patterns in citation text fragments. Through analysis of 
citation fragments corpus, we extracted several distinct 
linguistic patterns that the author uses to express implicit 
sentiment. These linguistic patterns reflect some complex 
logical combinations of the features extracted in this 
study. In order to test the role of linguistic patterns in 
classifying the citation sentiment, we extracted the logi-
cal combination of the features in linguistic patterns and 
on this basis generated the feature templates of CRF. 
 In this study, a two-stage CRF model was used to iden-
tify citation sentiment in citation context. In the first 

stage, the citation fragments were divided into subjective 
or objective levels to identify the sentiment sentences in 
them. The second layer further classified the subjective 
citation fragments to recognize the implicit sentiment  
polarity in the citation fragments. By observing the sub-
jective/objective sentences and positive/negative senti-
ment sentences, the linguistic patterns were first extracted 
to generate CRF templates, which were used as inputs for 
the two-stage sentiment classification task. 

Templates for subjective/objective classification  

Three hundred citation text fragments with subjective and 
objective tags (ratio 1 : 1) were randomly selected. The 
subjectivity of citation text fragments was expressed by 
the following four linguistic patterns: 
 
(1) FP + ISW + ISA (subject is the current citing litera-

ture + neutral evaluation word + aspect word). 
(2) ISP + ISA (positive evaluation word + aspect word). 
(3) NOP + ISA (negative evaluation word + aspect 

word). 
(4) ISW + ISE + ISA (neutral evaluation word + the  

negation scope + aspect word). 
 
Based on the above four linguistic patterns and other fea-
tures that can be used for subjective/objective classifica-
tion, we designed eight feature templates which have 
progressive and comparative relationships. When design-
ing feature templates, if a feature is added to reduce the 
classification accuracy of the current template, it will not 
appear in the next feature template; if the two feature 
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Table 2. Annotation and description of 10 features in conditional random fields (CRF) 

Annotation Value Description 

Word (W) All possible words Current word 
Part-of-speech (POS) All possible parts-of-speech Part-of-speech of current word 
Aspect word (ASP) ISA Yes 

NOA No 
Evaluation word (SEN) ISS (ISW; ISP; NOP) Yes (neutral; positive; negative) 

NOS No 
Adversary word (TURN) IST Yes 

NOT No 
Negative word (NEG) ISN Yes 

NON No 
Scope of negation (NEGS) ISE Yes 

NOE No 
Personal subject (PS) FP Subject is the current citing document 

TP Subject is not the current citing document 
Syntactic structure information (SSI) NP_N; NP_J; COM_N; COM_J; 

VB_I; VB_P; VB_V 
Noun object; adjective modifying noun object; nouns subject; adjec-

tive modifying noun subject; active verb; passive verb; adverb 

ISA, Is aspect word; NOA, Not aspect word; ISS, Is evaluation word and its polarity; NOS, Not evaluation word; IST, Is adversary word; NOT, Not 
adversary word; ISN, Is negative word; NON, Not negative word; ISE, Is in the scope of negative; NOE, Not in the scope of negative. 
 
 

Table 3. Words detected from the citation text fragments (in descending order of frequency) 

Features Words 

Aspect word TREF, method, GTREF, approach, model, tagger, work, measure, technique, algorithm, parser, tagging, thesaurus, 
similarity, system… 

Evaluation 
word 

Positive Success, necessary, widely, extend, efficient, effective, high, useful, accuracy, improve, attention, motivate, crucial, 
reasonable, flexibility… 

Negative Problem, lack, low, complex, limitation, rare, restrict, unfortunately, weakness, suffer, fail, overlap, overtaken, by-
pass, unhelpful… 

Neutral Use, base, propose, apply, describe, include, show, compare, identify, develop, give, similar, define, extract, report… 
Adversative word However, even, although, but, even if, yet, whereas, though, even though, while, in spite of, instead, nevertheless 
Negative word Hardly, not, never, no, only, without, less, neither…nor…, no, longer, too…to…, none, few, nothing, rare 

 
 

Table 4. Feature templates used for subjective/objective classification 

Template id Feature template Description 

S0 Word + part-of-speech This is a baseline template. It contains only two original features, 
viz. word and part-of-speech. 

S1 Word + part-of-speech; evaluation word On the basis of S0, the features of evaluation words are added. 
S2 Word + part-of-speech; aspect word + evaluation word On the basis of S1, the features of aspect words are added. This tem-

plate is used to test the co-occurrence relationship between aspect 
words and evaluation words. 

S3 Word + part-of-speech; aspect word + polarity of evalua-
tion word 

Compared with S2, the characteristics of evaluation words are re-
placed by the polarity of evaluation words. The template reflects 
the co-occurrence of aspect words and the polarity of evaluation 
words, and ISP/NOP + ISA pattern. 

S4 Word + part-of-speech; aspect word + polarity of evalua-
tion word; the person of subject 

On the basis of S3, subject personal characteristics are added to re-
flect the FP + ISW + ISA pattern. 

S5 Word + part-of-speech; aspect word + polarity of evalua-
tion word + scope of negation; person of subject 

On the basis of S4, the negative range feature is added to reflect the 
ISW + ISE + ISA pattern. 

S6 Word + part-of-speech; aspect word + polarity of evalua-
tion word + scope of negation; the person of subject; 
syntactic structure information 

On the basis of S5, the features of syntactic structure are added to 
reflect the subject–predicate–object relationship between sen-
tences and words, the active–passive relationship between predi-
cate verbs, and the modifier relationship between adjectives and 
adverbs. 

S7 Word + part-of-speech; aspect word + polarity of evalua-
tion word + scope of negation; person of subject; 
3-gram 

On the basis of S5, the 3-gram features are added to reflect the influ-
ence of relation between the front and back of words on the classi-
fication effect. 
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Table 5. Feature templates used for polarity classification 

Template id Feature template Description 

P0 Word + part-of-speech This is a baseline template. It contains only two original features, viz. 
word and part-of-speech. 

P1 Word + part-of-speech; aspect word + polarity of 
evaluation word 

On the basis of P0, the features of aspect words and the polarity of evalua-
tion words are added. This template reflects the co-occurrence relation-
ship of aspects and the polarity of evaluation words and the ISP/NOP +
(ISW) + ISA pattern. 

P2 Word + part-of-speech; aspect word + polarity of 
evaluation word; person of subject 

On the basis of P1, the feature of person of subject is added to reflect the 
FP + ISW + ISA pattern. 

P3 Word + part-of-speech; aspect word + polarity of 
evaluation word + negative word 

On the basis of P1, negative words are added to reflect their effect on 
polarity classification. 

P4 Word + part-of-speech; aspect word + polarity of 
evaluation word + scope of negation 

On the basis of P1, the feature of negation scope is added to reflect its 
influence on polarity classification and the ISP/ISW + ISE + ISA pat-
tern. 

P5 Word + part-of-speech; aspect word + polarity of 
evaluation word + scope of negation; adversative 
word 

On the basis of P4, adverbial words are added to reflect their effect on 
polarity classification. 

P6 Word + part-of-speech; aspect word + polarity of 
evaluation word + scope of negation; syntactic 
structure information 

On the basis of P4, the features of syntactic structure are added to reflect 
the subject–predicate–object relationship between sentences and words, 
the active–passive relationship between predicate verbs, and the modifi-
er relationship between adjectives and adverbs. 

P7 Word + part-of-speech; aspect word + polarity of 
evaluation word + scope of negation; 3-gram 

On the basis of P4, the 3-gram features are added to reflect the influence of 
relation between the front and back of words on the classification. 

 
 

Table 6. Calculation on TP, FP, TN and FN 

 Predicted category 
 

Actual category Positive Negative 
 

Positive TP (true positives) FN (false negatives) 
Negative FP (false positives) TN (true negatives) 

 
 
templates are comparative, the template with poor classi-
fication effect will not appear in the next feature tem-
plate. Table 4 shows eight feature templates that were  
finally generated. 

Templates for sentiment polarity classification 

One hundred and fifty subjective sentences with senti-
ment polarity category labels (ratio between positive and 
negative is 2 : 1) were randomly selected. It was found 
that most of the positive or negative sentiments were  
expressed by the following seven linguistic patterns in  
citation text fragments. 
 For sentences with positive sentiment: 
 
(1) FP + ISW + ISA (subject is the current citing litera-

ture + neutral evaluation word + aspect word). 
(2) ISP + ISA (positive evaluation word + aspect word). 
(3) ISP + ISW + ISA (positive evaluation word + neu-

tral evaluation word + aspect word). 
 
For sentences with negative sentiment: 
(4) NOP + ISA (negative evaluation word + aspect 

word). 

(5) ISW + ISE + ISA (neutral evaluation word + nega-
tion scope + aspect word). 

(6) ISP + ISE + ISA (positive evaluation word + nega-
tion scope + aspect word). 

(7) NOP + ISW + ISA (negative evaluation word + neu-
tral evaluation word + aspect word). 

 
Based on the above seven linguistic patterns and other 
features that can be used for polarity classification, eight 
feature templates with progressive and contrastive rela-
tionships were designed. Table 5 describes the eight fea-
ture templates for polarity classification. 

Experimental results and discussion 

Compared to the actual and predicted category results of 
the experimental samples, the experimental samples 
could be divided into four groups, viz. true positive (TP), 
false positive (FP), true negative (TN) and false negative 
(FN). Table 6 shows the calculation on TP, FP, TN and 
FN. 
 Based on TP, FP, TN and FN, we calculated three  
indices of precision (P), recall (R) and F1-score (F1) to 
detect the classification performance. 
 
 P = TP/(TP + FP), (1) 
 
 R = TP/(TP + FN), (2) 
 
 F1 = 2PR/(P + R). (3) 
 
Fivefold cross-validation was used to determine the final 
value of P, R and F1. 
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Table 7. Subjective and objective classification results under CRF templates (%) 

 Classification results 
 

Feature templates Precision Recall F1-score 
 

S0 69.33(69.74)[69.53] 70.66(68.36)[69.51] 69.97(69.03)[69.50] 
S1 76.50(75.20)[75.85] 74.69(76.76)[75.73] 75.47(75.87)[75.67] 
S2 78.24(77.05)[77.65] 76.34(78.39)[77.37] 77.09(77.53)[77.31] 
S3 84.38(80.75)[82.56] 79.72(85.04)[82.38] 81.90(82.77)[82.34] 
S4 88.22(85.80)[87.01] 85.47(88.33)[86.90] 86.78(87.00)[86.89] 
S5 88.38(86.50)[87.44] 86.21(88.46)[87.34] 87.23(87.41)[87.32] 
S6 86.47(85.29)[85.88] 85.27(86.40)[85.83] 85.84(85.82)[85.83] 
S7 88.56(88.42)[88.49] 88.40(88.19)[88.30] 88.37(88.18)[88.28] 

 
 

 
 
Figure 2. Subjective/objective classification results under CRF tem-
plates (%). 
 

Experimental results for subjective/objective  
classification  

Table 7 shows the final experimental results for subjec-
tive/objective classification. The three consecutive values 
in the cell correspond to: subjective classification result 
(objective classification result) [average value]. The  
average value is for subjective and objective classifica-
tion results obtained under a template. The values shown 
in bold are the maximum in each column. 
 Figure 2 shows the curve of classification results in a 
more intuitive manner. Because the values of the three 
indices of P, R and F1 calculated under each feature tem-
plate are very close, the three curves are basically the 
same; but this does not affect the comparison of classifi-
cation results under each feature template. Since the  
index F1 is the comprehensive result of P and R, the value 
of F1 was used to analyse the performance of subjec-
tive/objective classification under different CRF tem-
plates. 
 It can be seen that F1 increases rapidly from template 
S0 to S5. It decreases slightly under S6 and reaches a maxi-
mum under S7. Compared with S0, the increase of F1 un-
der template S1 indicates that the evaluation words added 
in S1 can assist in performing the subjective/objective 

classification. The value of F1 increases from S1 to S3, 
which indicates that the co-occurrence of aspect words 
and evaluation words is helpful for classification, and it is 
more important to examine the polarity of evaluation 
words than whether these words appear. The value of F1 
keeps increasing from S3 to S5, indicating that the linguis-
tic patterns extracted from the citation text fragments are 
of great significance to classify the subjective/objective 
citations. Also, the more perfect the linguistic pattern is, 
better will be the classification performance. The classifi-
cation performance of S6 decreases slightly, indicating 
that the information added by the syntactic structure may 
interfere with the existing features. F1 reaches its maxi-
mum value under S7, showing that adding 3-gram features 
to linguistic patterns is more conducive to subjective/ 
objective classification. Because CRF obtains the best 
performance under S7, this has been chosen as the final 
template for subjective/objective classification. 

Experimental results for sentiment polarity  
classification 

Based on the constructed CRF feature templates for  
polarity classification, we identified the citation senti-
ment polarity of subjective sentences. Table 8 shows the 
experimental results for sentiment polarity classification. 
The three consecutive values in the cell correspond to: 
positive classification result (negative classification re-
sult) (average value). The average value is for positive/ 
negative classification results obtained under a template. 
The values shown in bold are the maximum in each col-
umn. 
 Table 8 shows that under each template, the classifica-
tion performance of positive citation is significantly 
higher than that of negative citation, which makes it un-
reasonable to use the average value of positive and nega-
tive classification results to evaluate the classification 
performance. Here, the performance of positive and nega-
tive classification has been discussed under different 
templates to observe their influence on sentiment polarity 
classification. 
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Table 8. Results of sentiment polarity classification under CRF templates (%) 

 Classification results 
 

Feature templates Precision Recall F1-score 
 

P0 82.65(67.66)[75.15] 91.14(46.99)[69.06] 86.55(54.13)[70.34] 
P1 88.06(81.37)[84.72] 94.38(64.79)[79.59] 91.07(71.67)[81.37] 
P2 88.22(80.61)[84.41] 93.93(65.40)[79.66] 90.93(71.62)[81.27] 
P3 89.37(86.70)[88.04] 95.94(68.83)[82.39] 92.52(76.52)[84.52] 
P4 92.13(86.58)[89.35] 95.53(77.66)[86.59] 93.79(81.80)[87.80] 
P5 92.29(85.55)[88.92] 95.08(78.25)[86.67] 93.66(81.64)[87.65] 
P6 91.59(88.67)[90.13] 96.20(75.93)[86.06] 93.82(81.64)[87.73] 
P7 90.34(88.48)[89.41] 96.40(71.79)[84.10] 93.25(79.05)[86.15] 

 
 

 
 

Figure 3. Positive classification results under CRF templates (%). 
 
 

 
 

Figure 4. Negative classification results under CRF templates (%). 
 
 
 Figures 3 and 4 show the results of positive and nega-
tive classification respectively. Also, the value of F1 was 
used to analyse the performance of positive/negative 
classification under different CRF templates. The results 
show that in positive and negative citation classification, 
the change trend of F1 values under each template is basi-
cally the same. P1–P4 are the feature templates con-
structed on linguistic patterns. The value of F1 increases 

rapidly from P1 to P4, which indicates that feature combi-
nation based on linguistic patterns still plays an important 
role in citation polarity classification. Compared with P1, 
the decrease in F1 under P2 shows that the person-subject 
feature added in P2 has little effect on polarity classifica-
tion. From P3 to P4, the value of F1 increases significant-
ly, indicating that negative cue information is important 
in citation polarity classification. In addition, relative to 
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‘whether there are negative words’, ‘whether they are 
within the scope of negation’ is more important for nega-
tive cue information. The decrease in F1 under P5 to P7 
indicates that adding the features of adversative words, 
syntactic structure and 3-gram cannot further complement 
the templates generated by linguistic patterns. Since the 
performance of polarity classification under P4 reaches its 
peak, this is chosen as the final template for CRF polarity 
classification. 

Classification results based on support vector  
machine model 

Support vector machine (SVM) model is one of the clas-
sification models which has been widely used in classify-
ing the citation sentiment of citation context28–31. In the 
present study, the SVM model was used to make a com-
parison with the proposed CRF-model to detect whether 
the CRF-based classification model could better identify 
the sentiment of citation text fragments. Word2vec, a 
deep learning model was introduced to distribute citation 
text fragments to generate structured vectors, which 
would be the input for SVM. Word2vec can realize the 
vectorization of words on the premise of considering the 
semantic, grammatical and contextual information of 
words32. The advantage of examining the context infor-
mation of words makes Word2vec popular in topic detec-
tion33, automatic summarization34,35, sentiment analysis36 

and other application fields37. Therefore, by inputting the 
structured vectors generated by Word2vec, the classifica-
tion model of SVM can contain as much semantic infor-
mation as possible. The process of using Word2vec to 
generate the vectors of citation text fragment is as fol-
lows: the stop words were first deleted from the citation 
text fragments. The other words were trained into word 
vectors with different dimensions by Word2vec to detect 
the best dimensions of word distributed expression using 
Word2vec. Then, the vectorization of citation text frag-
ment was obtained by linear superposition of word vec-
tors located in the citation text fragment. The vectorized 
citation text fragments were input into the SVM model to 
complete the classification task. Two different kernels of 
linear and RBF were used in the SVM model to ensure a 
better classification effect.  
 Table 9 shows the results of subjectivity/objectivity 
and sentiment polarity classification of citation text  
fragments using the SVM model. F1 value was used to 
evaluate the classification performance, which was calcu-
lated by five-fold cross-validation method. The classifica-
tion results of positive and negative polarity have been 
discussed in classifying sentiment polarity. The two  
values in the cell in sentiment polarity classification cor-
respond to: positive classification result (negative classi-
fication result). The values shown in bold are the 
maximum in each column. 

 The results show that in subjective/objective classifica-
tion, performance of the SVM model based on RBF ker-
nel function is better than that based on linear kernel 
function. While in sentiment polarity classification, clas-
sification effect of the SVM model based on linear kernel 
function is better than that based on RBF kernel function. 
 The best classification results based on the SVM model 
were extracted and compared with those based on the 
CRF model to explore whether the latter model has more 
advantages in classifying citation sentiment. The opti-
mum experimental results of the two models correspond 
to the following experimental conditions: 
 
(1) Subjective/objective classification: SVM (RBF ker-

nel function, 50 dimensions); CRF (template S7). 
(2) Polarity classification: SVM (positive citation: RBF 

kernel function, 100 dimensions; negative citation:  
linear kernel function, 500 dimensions); CRF (tem-
plate P4). 

 
Table 10 shows the optimal results of SVM and CRF 
models under subjectivity/objectivity and sentiment  
polarity classification. F1 value was used to evaluate the 
classification performance, which was calculated by five-
fold cross-validation method. The classification results of 
positive and negative citation have been discussed. The 
two values in the cell in sentiment polarity classification 
correspond to: positive classification result (negative 
classification result). The values shown in bold are the 
maximum in each column. 
 The CRF model is superior compared to the SVM 
model in both subjectivity/objectivity and sentiment  
polarity classification. In subjective/objective classifica-
tion, F1 value of CRF model is 10.2 percentage points 
higher than that of the SVM model; in classifying posi-
tive and negative citations, the F1 value of CRF is 2.6 and 
10.4 percentage points higher than that of SVM respec-
tively. This shows that the study of linguistic patterns and 
negative scope is more helpful to reveal the implicit sen-
timent tendencies in citation context. The CRF model can 
 
 

Table 9. Classification results of SVM model (%) 

  Sentiment polarity 
 Subjectivity/objectivity  (positive/negative) 

 

Dimension Linear RBF Linear RBF 
 

50 65.6 78.1 87.8(57.6) 89.6(58.4) 
100 66.7 77.0 88.0(58.4) 91.2(66.4) 
200 71.5 77.3 89.2(69.6) 90.2(62.0) 
300 70.1 71.2 87.6(64.8) 90.6(66.2) 
400 71.8 73.5 88.4(64.6) 91.0(67.4) 
500 71.4 71.1 89.2(71.4) 90.0(65.2) 
600 71.4 71.8 87.2(69.4) 88.8(54.4) 
700 71.0 69.9 90.2(70.6) 89.4(53.2) 
800 72.7 68.5 87.8(65.6) 90.2(54.0) 
900 69.6 67.8 88.2(63.6) 90.0(53.2) 
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Table 10. Classification results of SVM and CRF models (%) 

 Subjectivity/objectivity Sentiment polarity (positive/negative) 
 

Model P R F1 P R F1 
 

SVM 79.0 77.2 78.1 85.0(67.6) 98.4(75.8) 91.2(71.4) 
CRF 88.5 88.3 88.3 92.1(86.6) 95.5(77.7) 93.8(81.8) 

 

 
effectively express the more complex logical relationship 
between features in linguistic patterns. It also helps in 
sentiment recognition and classification of citation con-
text. 

Conclusion 

Citation sentiment classification is one of the basic  
approaches of citation context analysis. It can excavate 
the citation motivation of authors and help generate more 
scientific abstracts. Authors of citing articles often ex-
press their citation sentiment implicitly in the citation 
context, which increases the difficulty of sentiment rec-
ognition and classification of citation context. Analysis of 
citation context showed that an author usually expresses 
his/her sentiments implicitly through certain linguistic 
patterns. These linguistic patterns contain more complex 
logical relationships among words. On this basis, we have 
used the CRF model in this study, which can effectively 
annotate the sequential patterns in natural language. The 
CRF model was used to annotate the linguistic patterns 
appearing in the citation context, and to reflect the com-
plex logical relationship among words in these patterns. 
On these annotated CRF templates, the classification of 
subjectivity/objectivity and positive/negative polarity of 
citation context was realized, and the influence of linguistic 
patterns on citation sentiment recognition was discussed. 
 The experimental results show that the CRF model 
achieves better results in both subjective/objective classi-
fication and positive/negative polarity classification com-
pared to the SVM model. It shows that the combination 
features based on linguistic patterns are more helpful in 
identifying the implicit sentiments in citation context. Al-
though the input fragment vectors in the SVM model also 
fuse the context information of citation context as much 
as possible, the recognition performance of citation sen-
timent is lower than that of the CRF model. This indi-
cates that the extraction of linguistic patterns in citation 
context and the use of CRF to achieve the expression of 
more complex logical structures in these patterns can  
better capture the language organization patterns used by 
the authors, thus helping to identify the implicit senti-
ments in citation context. 
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