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The present work aims to ascertain the deterministic 
tsunami hazard map for maximum wave height along 
the Indian coastline due to subduction events in the 
Sumatra region. The region between 15°S–30°N lat. 
and 50°E–115°N long. was modelled in using Geoclaw, 
which discretizes and solves the shallow-water wave 
equation using adaptive finite volume algorithm. The 
developed model was suitably validated for the avail-
able tidal gauge and altimeter data for the 2004 Mw 
9.12 Sumatra earthquake with input source characte-
ristics from the SRCMOD data. Further, a sensitivity 
study based on slip variability and location was con-
ducted which revealed that near-field stations were 
highly sensitive at all locations while far-field stations 
were more sensitive towards source locations. Fur-
thermore, 25 non-Gaussian slip fields were generated 
for the maximum possible event (Mw 9.12) for the re-
gion and placed suitably along the active Sumatra 
subduction region. Then the wave heights from all the 
simulations were assembled to determine the determi-
nistic tsunami hazard values with respect to maximum 
wave heights for the coastal regions of India and adjoin-
ing regions. The results will find application in the de-
sign of structures along the coastline of the study region. 
 
Keywords: Tsunami, Sumatra Region, India, Hazard, 
Design of coastal structures. 
 
ONE of the most disastrous consequences of an earth-
quake in the ocean floor is the triggered tsunami. Hence, 
an estimate of the hazard due to tsunami is essential for 
the design of structures along the coastal regions of tsu-
nami-prone areas. One of the most active and tsunami-
genic zones that has significant influence on the coastline 
of India is the Sumatra subduction region. The catastro-
phe caused by the Mw 9.12 Sumatra earthquake is a clear 
example of the socio-economic importance of such  
hazard preparedness. Furthermore, owing to the highly 
nonlinear behaviour of the generated tsunami waves, 
formulation of ground motion prediction equations as 
practised for seismic hazard estimations is not feasible in 
this case. Most of the preliminary approaches to estimate 
tsunami hazard used statistical analysis on historic data1–3. 
The first probabilistic tsunami hazard estimate based on 
synthetic data was done by Houston and Garcia4. Rikitake 
and Aida5 combined the numerically generated tsunami 
waves and probability of earthquake occurrence to eva-

luate the possible tsunami at a site. Similarly, Geist and 
Parsons6 and González et al.7 proposed methodologies to 
estimate hazard due to wave height and maximum extent 
of inundation. Lorito et al.8 derived the seismic probability 
tsunami hazard algorithm using event tree and hierarchical 
cluster analysis. However, simulation of synthetic waves 
generated for all possible scenarios for seismogenic zones 
is challenging and computationally expensive. Hence a 
conservative approach might be to resort to simulations 
with the worst possible scenario along the potential re-
gion. Such analysis is important for the Sumatra subduc-
tion zone and the areas influenced by it. Figure 1 shows 
the active tectonics of the region from seismicity distribu-
tion. In the last 250 years, there were around seven great 
earthquakes (Mw > 8) in this region. These are the 1797 
Mw 8.7, 1833 Mw 9, 1861 Mw 8.5, 2004 Mw 9.12, 2005 Mw 
8.6, 2007 Mw 8.4 and 2012 Mw 8.6 events. Bilham et al.9 
gave an account of events in 1847, 1881 Mw 7.9 and 1941 
Mw 7.7, other than the 2004 Mw 9.12 Sumatra earthquake 
which were large enough to cause tsunami-like waves in 
the Indian Ocean. Additionally, from the recurrence cha-
racteristics, the region has the possibility of large-
magnitude earthquakes that can trigger tsunami waves 
with a return period of 114–200 years10,11. In this respect, 
for the coastline along India, various attempts have been 
made to arrive at the probable tsunami hazard and resul-
tant vulnerability12–14. However, the estimates are based 
on only idealized source segments with uniform slip. 
Whereas several studies have pointed to the considerable 
influence of earthquake source complexities on the 
ground motion and the subsequent tsunami waves15–17. 
Thus, in the case of large events, accounting for the 
source variabilities and rupture propagation characteris-
tics is essential. Dhanya and Raghukanth18 proposed a  
finite element model for the Sumatra region to simulate 
reliable earthquake ground motions. However, ground 
motion simulations using the proposed model are compu-
tationally expensive. Recently, Dhanya and Raghukanth19 
have conducted a study to understand the effects of  
different source models reported for the 2004 Mw 9.12 
Sumatra earthquake on tsunami wave propagation. How-
ever, they have not performed a detailed hazard characte-
rization of the region by considering the potential rupture 
zone that affects the coastal regions of India. 
 The present study aims to develop a deterministic  
tsunami hazard map for maximum wave height along the 
coastal regions of India based on simulations accounting 
for source variabilities. First, a simple algorithm for
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Figure 1. Tectonic setting of the study region along with topography (bathymetry). The tsunamigenic 
zone of the region is marked with bold black lines.

 
dynamic ground motion using quasi-static Okada’s solu-
tions is tested for the region. Then, the same is imple-
mented in the generation of tsunami waves based on 
adaptive finite volume methodology proposed by George20, 
using Geoclaw. Further, possible synthetic slip models are 
derived based on the non-Gaussian random field algorithm 
proposed by Dhanya and Raghukanth21. The sensitivity of 
tsunami waves towards slip variability and location is 
tested. Furthermore, the potential rupture models for the 
Mw 9.12 scenario event is suitably applied along the sub-
duction region at Sumatra to arrive at the deterministic  
tsunami hazard corresponding of maximum wave height 
along the coastline of the Bay of Bengal. The results are 
important in the design of structures along the coast. 

Seismically induced tsunami wave generation 

In this work, a simplified model has been adopted to simu-
late ground motions for earthquakes in the Sumatra re-
gion. Then, a well-tested tsunami generation algorithm is 
implemented and validated for the region. A brief descrip-
tion on the methodologies adopted for ground motion simu-
lation and subsequent tsunami wave generation is given 
below. 

Ground displacements 

The spectral finite element model developed for the 
South Asian region and corresponding simulations  
reported by Dhanya and Raghukanth18 pointed to the sen-

sitivity of slip distribution on ground displacements. 
However, the method proposed by them18 is computation-
ally expensive as it takes almost three days using 256 
processors to complete one ground motion simulation. 
Hence, application of the corresponding model is computa-
tionally inefficient to simulate of a suite of scenario 
events. Moreover, tsunami waves are typically long-
period waves and are hence sensitive towards the low-
frequency characteristics of ground motion. Considering 
this aspect, the input ground motions were simulated fol-
lowing Dutykh et al.22, where a quasi-static approach has 
been proposed for the Okada’s23 solution. Okada’s solu-
tion for the displacement field si(x1, x2, x3) due to a dislo-
cation δsj(ξ1, ξ2, ξ3) in isotropic elastic half space across 
a surface (Σ) can be expressed as 
 

 1 ,
n j k
i i i

i j ij k
n k j

s s s
s s d

F
δ λδ μ ν

ξ ξ ξ
∑

⎡ ⎤⎛ ⎞∂ ∂ ∂
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∫ ∫  (1) 

 
where λ and μ are the Lame constants, νk is the included 
angle cosine of the normal to the surface element dΣ and 

j
is is the displacement component i due to force F at point 

(ξ1, ξ2, ξ3) in the jth direction. Equation (1) can be used 
to analyse the static displacement field as well as the 
strain changes caused by an earthquake. The detailed  
expression for si along each direction with respect to the 
faulting mechanism is given in ref. 23. It should be noted 
that eq. (1) can be applied for a finite fault by integrating 
along length and width. The method is widely used in
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Figure 2. Slip distribution (m) for the 2004 Mw 9.12 Sumatra earthquake available in the SRCMOD database. a, Ji25; b, Ammon et al.26; 
c, Rhie et al.27. 
 
ground displacement simulations. For larger slips, first 
the rupture plane is discretized into finite segments called 
sub-faults. Here, for brevity the displacement field at the 
surface due to the ith sub-fault from Okada’s solution is 
symbolized as si(λ, μ, δ, φ, di), where δ is the dip angle, φ 
rake angle and di corresponds to slip value at the ith sub-
fault. Further, the dynamic solution for the displacement 
field is obtained by assuming a trigonometric function. 
The resultant rate of evolution can be expressed as 
 

 r r r
1( ) ( ) ( ) ( )(1 cos( / )),
2

f t t t t t t t tπ= − + − −H H H  (2) 
 

where tr is the rise time and H is the Heaviside step func-
tion. Here, f(t) is zero when t < 0 and 1 when t ≥ tr. The 
complete evolution of the displacement field is estimated 
by suitably integrating the contribution from each sub-
fault along with its rupture initiation time (ti). This cor-
responding displacement field at each instant (S(t)) can be 
expressed as 
 

 ( )
1

( ) ( ) (( , , , , )),
Nx Nz

i i i i
i

S t t t f t t s dλ μ δ φ
×

=

= − −∑ H  (3) 

 

where Nx, Nz are the number of sub-faults along the 
strike and dip directions respectively. The relation of 
Somerville et al.24 was utilized to estimate the rise time tr 
as 
 

 9 1/3
r 02.303×1 ,0t M−=  (4) 

 

where M0 = μ × dx × dy × d is the seismic moment of 
each sub-fault having dimensions [dx; dy], slip value ds 
and rupture modulus μ. The performance of the model 
can be evaluated by a comparison with the results in ref. 

18 for the 2004 Mw 9.12 Sumatra earthquake. Here, slip 
models for the 2004 Sumatra event proposed by several 
researchers25–27 available at http://equake-rc.info/srcmod/ 
(SRCMOD database) have been used for comparison. 
Figure 2 shows the corresponding slip field. 
 The dynamic displacement field of the 2004 Mw 9.12 
Sumatra earthquake was estimated, using the quasi-static 
approach, by substituting the rupture characteristics as 
reported for the slip fields in the SRCMOD database. The 
time step (δt) for the simulations was decided considering 
the slip discretization and total rupture duration. The simu-
lated displacement time histories were first compared 
with those reported in ref. 18. It should be noted that the 
quasi-static Okada’s solution requires only 10 min using 
a single processor to generate a time history of length 
33 min. The quasi-static Okada’s solution captures well 
the predominant feature of displacement time histories. 
Figure 3 shows the GRD obtained from the quasi-static 
Okada model. Here the displacements were obtained for a 
region between 90° and 100°E long. and 0° and 15°N lat. 
with a resolution of 0.017° × 0.017°. Comparing the  
simulated ground residual displacement figure with that 
in ref. 18, it can be noted that both models render similar 
amplitudes and spatial patterns. From the comparison, it 
is observed that the tsunami simulations can be per-
formed with the ground displacement from computation-
ally efficient quasi-static Okada’s solution. A suitable 
methodology for the generation of synthetic tsunami 
waves is discussed further. 

Tsunami wave simulations 

The ground displacement explained in the previous  
section is suitably used to simulate tsunami waves. The
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Figure 3. Ground residual displacement (GRD) contours (m) for vertical direction corresponding to the 2004 Mw 9.12  
Sumatra earthquake slip models reported in the SRCMOD database simulated using quasi-static Okada solutions. 

 
 
tsunami wave generation and propagation are highly non-
linear and complicated due to the non-homogeneous 
boundary conditions. Hence, framing a closed-form ana-
lytical solution is impossible to derive, and does not exist 
due to bathymetry and other nonlinearities. Therefore, the 
typical practice is to resort to numerical techniques. The 
advancement in the computational domain aided in  
handling large data and complex equations effectively 
with less computation time. Typically, tsunami waves are 
modelled using a shallow water wave equation (SWE) 
which is derived from the depth averaging of the Navier–
Stokes equation28. The corresponding equation can be  
expressed as 
 

 ( ) ( ) Ψ( , , ),q f q g q q x y
t x y

∂ ∂ ∂+ + =
∂ ∂ ∂

 (5) 

 
where q represents the vector of unknowns, f (q) and g(q) 
is the vector of corresponding fluxes and Ψ(q, x, y) is a 
vector of representing the source terms, such that 
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where h(x, y, t) is the fluid depth, g the gravitational con-
stant, B(x, y) the bathymetry or elevation of the ocean 
bed, xu  and yu  are the fluid velocity in the x and y direc-
tion respectively. This belongs to the class of hyperbolic 
equation as we can obtain real and distinct eigenvalues 
for the Jacobian matrix f ′(q) and g′(q). Here, the eigen-
values represent the velocity of propagation of the wave. 
The water surface elevation H(x, y, t) is given by 
 
 ( , , ) ( , , ) ( , ).h x y t B x y= +H x y t  (7) 
 
There are various numerical schemes to solve eq. (5). 
Some of the earlier studies used the Taylor series expan-
sion-based finite difference schemes. Later, more scien-
tific and sophisticated numerical schemes were used to 
estimate real-time global-scale tsunami simulation and 
run-ups. A few among them are method of splitting tsu-
nami (MOST)29, Imamura models30,31, etc. based on finite 
difference method (FDM). However, FDM techniques 
have a limitation as the solution becomes unstable and 
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unrealistic with complicated geometry at steep gradients 
having unstructured elements. A suitable approach to cir-
cumvent these limitations is finite element method (FEM) 
and finite volume method (FVM) formulations, where the 
integral form or weak form of the partial differential  
equation is evaluated. Though the accuracy of the esti-
mates increases using FEM, the method might be non-
conservative leading to spurious outputs, especially at 
discontinuities. Whereas we observe that FVM preserves 
conservativeness in its discretization. Thus, the integral 
form of SWE can be written as 
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The initial condition for tsunami wave propagation is the 
displacement field (S) of the sea level due to fault rupture 
such that 
 

 0( , , ) ( , , ).ox y t S x y t=H  (9) 
 
The other boundary conditions are the bathymetry (B) 
which is taken equivalent to the digital elevation map 
(DEM) available for the region. Furthermore, friction of 
the ground needs to be accounted in inundation model-
ling. This friction is taken care of by adding some  
additional friction drag coefficients in the momentum  
in Ψ along with B like , ,  (  )r x y xD h u u hu−  and 

, ,  (  )r x y yD h u u hu−  such that 
 

 ( )2/32 2 2 ,r x yD n gh u u= +  (10) 
 
where n is the Manning’s constant typically taken as 
0.025 and g is the gravitational constant. 
 For facilitating numerical integration, the computation-
al domain needs to be discretized into Δx × Δy. For each 
cell Cij, a constant function Q is assumed for a particular 
time step k, given by 
 

 1 ( , , )d d .
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The second-order accurate discretized form of the expres-
sion can be written as 
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where 1/2,i jA Q±

±Δ  is the net flux moving from left to 
right and , 1/2i jB Q±

±Δ  represents the flux through the other 
two cell interfaces. 1/2,i jF ±  and , 1/2i jG ±  are the second-
order correction terms. George20 has given a detailed  
explanation on the expressions of this scheme using  
Godunov-based Reimann method. In order to account for 
the stability of the above scheme, Courant stability condi-
tion is enforced, whereby the time-step of simulation is 
chosen such that 
 

 max| | 0.75,t a
x
Δ <
Δ

 (13) 

 
where max| |a  represents the maximum speed of the wave, 
Δt is the time step of the simulation and Δx is the space 
step from the special discretization of the domain. The 
described finite volume scheme has been popularly em-
ployed for seismically triggered tsunami modelling32. The 
corresponding methodology also finds application in per-
forming dam-break analysis33. Isvoranu and Badescu34 
utilized the code to perform a parametric study on the 
possible hydrodynamic behaviour of the Black Sea due to 
an asteroid impact. Recently, Turmel et al.35 used this  
finite volume scheme to estimate the tsunami wave cha-
racteristics for submarine landslides in the north shore of 
St Lawrence Estuary. The modelling technique is obser-
ved to adaptively handle complicated boundary condi-
tions that control the flow regime of fluids. Hence the 
scheme will be ideal to perform tsunami simulations for 
hazard estimation. 
 Thus, the explained tsunami simulation methodology is 
adopted in the present study to model the region of inter-
est and simulate tsunami waves. The domain characteris-
tics are chosen similar to those considered by Dhanya and 
Raghukanth19. Accordingly, the region between 50°–
115°E long. and 15°–30°N lat. is considered in the mod-
el. The main boundary condition in the model that affects 
the velocity of propagation of the wave is the bathyme-
try/ocean bottom elevation. For the present model, we 
have combined the 1 min resolution data along with 1 km 
resolution data at the shore provided by the National 
Oceanic and Atmospheric Administration (NOAA), USA 
(https://www.ngdc.noaa.gov/mgg/bathymetry/relief.html). 
The finite volume discretization of the region is per-
formed with adaptive mesh refinement. The coarsest grid 
resolution is 1° × 1°, with four layers of refinement with 
each layer refined in the ratio 6, 4 and 2. Thus, finest 
mesh will be of size 0.02° × 0.02°. The initial conditions 
for simulation are the dynamic ground displacement obtai-
ned by the procedure explained earlier and zero-velocity 
field at the ocean surface. The boundary of elements is 
modelled as non-reflective outflow. The simulations are 
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Figure 4. Comparison of tsunami waves simulated using the source characteristics corresponding to slip fields available for the 2004 Mw 9.12 
Sumatra earthquake in the SRCMOD database. a, Tidal gauge data; b, altimeter data.
 
 

Figure 5. Pattern of propagation of simulated tsunami waves (m) at different time intervals for the 2004 Mw 9.12 Sumatra earthquake slip field. 
The nonlinear distribution of the wave due to bathymetry variations and pattern of slip field can be seen from the propagation pattern.
 
 
performed to obtain synthetic waves for 15 h from the in-
itiation of tsunami waves at the source. 

Validation 

The next step lies in the evaluation of the performance of 
the proposed tsunami generation procedure adopted for 
the study. Hence, the tsunami waves are generated for the 
2004 Mw 9.12 Sumatra earthquake. The source characte-
ristics are taken from the models available in the 
SRCMOD database (Figure 2) with the corresponding 

displacement field simulated from quasi-static Okada’s 
solution. It should be noted here that each slip field is 
generated based on different datasets and inversion me-
thodologies. Here, slip fields from researchers25,26 utilized 
the tele-seismic data, while those in ref. 27 considered 
10-IRIS station records and GPS-GEOSCOPE seismic 
station readings. It is also clear that the slip fields vary in 
dimension, orientation and finiteness. The differences in 
slip characteristics are reflected in the final displacement 
field as well. Furthermore, we performed a comparison 
on the simulated results with the recorded tidal gauge 
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Figure 6. Slip samples corresponding to scenario events with Mw 9.12 having truncated exponential probability density and stable variogram.
 
 
along the coast and altimeter data through the ocean sur-
face available for the event. The de-tided data are availa-
ble at Chennai, Paradip, Tuticorin and Vishakhapatnam 
(http://www.nio.org/index/option/com_nomenu/task/show/ 
tid/2/si/18/id/11) as described by Nagarajan et al.36. Addi-
tionally, altimeter data (sea surface elevation) were cap-
tured by Jason-1, TOPEX/Poseidon, and ENVISAT 
satellites as they traversed across the Indian Ocean along 
the path at 115, 120 and 200 min respectively, from the 
triggering time of the 2004 Mw 9.12 Sumatra earthquake. 
Figure 4 shows a comparison between the simulated and 
recorded data. The simulated tsunami waves can capture 
the pattern, amplitude and phase having significant corre-
lation with the recorded data. However, slight variations 

between the source models can also be noted from the 
comparisons. These differences are attributed to the var-
iations associated with the reported slip pattern due to the 
differences in database and slip field estimation algo-
rithms, as discussed earlier. Figure 5 shows the pattern of 
wave propagation at different time instants. The nonli-
nearity in wave propagation pattern due to boundary con-
ditions like bathymetry and slip field is evident from the 
figure. Thus, the developed numerical model is found to 
be efficient in modelling the synthetic waves. 
 Now that the adopted tsunami generation model is rea-
sonably validated, it will be interesting to observe the 
wave pattern for certain scenario events. The slip distri-
butions for the scenario event could be estimated from
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Figure 7. Location and orientation of slip distribution along the Sumatra subduction region considered for performing sensitivity analysis.
 
 
the recent methodology proposed for the generation of 
non-Gaussian random field conserving second-order cha-
racteristics in ref. 21. An effort to understand the sensi-
tivity of tsunami waves due to slip distribution and 
location has been made in the present study. Additionally, 
for performing probabilistic tsunami hazard analysis,  
owing to the inherent nonlinearity of the wave, one must 
resort to numerous simulations for all possible scenario 
events. Performing such simulations for an ensemble of 
the source could be computationally expensive. However, 
the design of a structure along the coastline could be done 
using an estimate of the maximum possible wave height 
in the region. Hence as a pilot analysis, the deterministic 
tsunami hazard along the coastline in the Bay of Bengal 
region is estimated as detailed further. 

Rupture models for the Mw 9.12 scenario event 

The rupture models for the scenario events are estimated 
according to the iterative methodology for the generation 
of non-Gaussian slip21. The slip fields are generated for 
the Mw 9.12 event which is the maximum magnitude that 
occurred in the region. The dimension of the rupture 
model is taken as 1500 km × 195 km consistent with that 
observed for the great event in the region, with sub-fault 

dimension 10 km × 10 km. The probability and variogram 
structure of the slip fields corresponding to the scenario 
event are obtained using the scaling relations proposed in 
ref. 21 for the respective parameters. Thus, the probabili-
ty structure of the slip distribution is taken as a truncated 
exponential with μ = 13.23 and Dmax = 17 m. The theore-
tical variogram structure is taken as stable with sill 
7.16 × 105, range along strike direction = 70 km and 
range along down-dip direction = 55 km. In the present 
study, 25 slip samples have been generated for the region. 
Figure 6 shows the corresponding fields. It should be 
noted that the hypocentre location for each of the fields is 
taken at the maximum probable location following Mai et 
al.37. The rupture velocity is taken as 2.5 km/s. Once the 
slip fields are generated, the next step is to fix the orien-
tation and mechanism of the events. Since pure thrust is 
the critical mechanism in triggering a tsunami, the rake 
angle for all the scenario events is considered as 90°. Fur-
thermore, orientation of the fault plane with respect to  
location, strike and dip is taken considering the coordinates 
reported by NOAA (https://nctr.pmel.noaa.gov/propa-
gation-database.html) for the Sumatran subduction  
region. Here strike angle varies from 0.63° to 353.15° 
and dip angle from 7° to 58°. Here orientations are pre-
scribed for a fault plain of dimension 100 km × 50 km. 
The generated slip samples from the study are assigned
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Figure 8. Sensitivity analysis with respect to finiteness of slip field and location of slip distribution. (a) Same location 
(L1), different slip fields (S1–5) and (b) Different locations (L1–5), same slip field (S1).

 

Figure 9. Deterministic tsunami hazard with respect to maximum 
wave height (m) along the coastline of the study region with respect to 
maximum values from all scenario events. 
 
 
with proper orientation and mechanism according to the 
region at five sets of locations (Figure 7). 

Sensitivity analysis 

Now, it is important to understand how the slip distribu-
tion and location of the rupture plane will affect the  
tsunami waves that are generated. Here wave height at 
two near-field sites (Port Blair – 11.63°N, 92.72°E and  
Nicobar Island – 7.03°N, 93.80°E) and three far-field 
sites (Paradip – 20.32°N, 86.62°E, Chennai – 13.10°N, 
80.30°E and Tuticorin – 8.81°N, 78.14°E) are considered 
for comparison. First the effect of slip distribution on 
tsunami waves is assessed by estimating the waveform 
using slip fields S1 to S5 (Figure 6) at location 1  
(Figure 7). A uniform rupture velocity of 2.5 km/s is con-
sidered for all rupture models. Accordingly, it will take 
almost 315 sec to rupture the full plane considering the 
hypocentre location. Figure 8 a shows the corresponding 

waveforms at five selected stations. It is noted that at 
near-field stations, the variations with respect to slip 
fields are high. While at far-field stations, the observed 
corresponding variability is less. Furthermore, to under-
stand the effect of location on tsunami waveforms, slip field 
corresponding to S1 (Figure 6) is applied at L1–L5 (Figure 
7). Figure 8 b shows the corresponding waveforms at the 
selected sites. The wave amplitude is observed to decrease 
as the location shifts from L1 to L5. Further, the varia-
bility is observed for both near and far-field sites. The 
major observations from the sensitivity study performed 
here are that the near-field stations are affected by both 
variations in slip field as well as slip location. However, 
far-field stations are more sensitive towards the location 
of rupture rather than finiteness of the fault. 

Deterministic hazard for maximum wave height 
along the coast 

Next, it will be interesting to estimate deterministic tsu-
nami hazards with respect to maximum wave heights in 
the coastal areas of South Asia due to earthquakes along 
the Sumatran region. Both finiteness in fault and rupture 
locations are considered while estimating the hazard. Ac-
cordingly, the results are based on 25 simulations corres-
ponding to the synthetic slip fields generated for Mw 9.12. 
It should be noted that Mw 9.12 is the extreme event that 
occurred in the region. Hence, it can be considered as the 
worst-case scenario for estimation of deterministic tsu-
nami hazard. However, the event had ruptured only a cer-
tain portion of the subduction region, and there is 
possibility of occurrence of events of similar scale as and 
when enough strain gets accumulated due to active  
tectonics. Additionally, as discussed earlier in the text, 
the wave heights at a site are sensitive to finiteness of the 
rupture and its location. Hence it is important to ascertain 
the worst possible wave height along the study region.
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Figure 10. Deterministic tsunami hazard with respect to maximum wave height (m) along the coastline of the study region with respect to mean 
and standard deviation of maximum wave heights from all scenario events. a, Mean of maximum wave height; b, Standard deviation of 
maximum wave height. 
 
For this, a set of samples is taken along the possible  
rupture zone inclusive of rupture finiteness and possible  
location variability. Thus, simulations are performed with 
S1–S5 at L1, S6–S10 at L2, S11–S15 at L3, S16–S20 at 
L4 and S21–S25 at L5 (Figures 6 and 7). Further, wave 
height along the coast where the initial mean sea level is 
zero is extracted after tsunami wave simulations. Figure 9 
shows the possible maximum wave height along the coast 
for all the cases using the simulated data. The maximum 
wave height of the order 10 m is observed at the Anda-
man & Nicobar region. Along the east coast of India, the 
value ranges from 1 to 7 m. The mean of the maximum 
wave heights for all cases, along with the standard devia-
tion, is shown in Figure 10 a and b respectively. The 
wave amplitude is observed in the range 2 to 5 m.  
The presence of Sri Lankan land mass acts as a shield for 
the southern portion of India’s coast from the direct im-
pact of tsunami waves. Relatively less wave height at the 
Kolkata region is attributed to the directivity of wave 
propagation due to the orientation of faults in the Sumatran 
region. Along the west coast, the maximum wave height 
of the order of 2–3 m is observed towards the southern 
tip. The mean amplitude is observed at around 0.3 m. The 
standard deviation among waveforms is observed to be 
maximum along the Andaman region of the order 2.25 m. 
Along the west coast, the maximum standard deviation of 
the order 0.5 m is observed for some parts of Tamil Nadu 
and Andhra Pradesh. These results give an estimate of the 
maximum possible wave heights along the coastline of 
the Bay of Bengal. This information can be considered in 
the design and construction of huge infrastructural 
projects like nuclear power plants, ports, etc. 

Summary and conclusion 

The present study estimates the deterministic tsunami  
hazard values corresponding to maximum wave height for 
the coastline of India and adjoining regions due to sub-
duction events in the Sumatra region. The study accounts 

for source randomness and location in the computation. 
Here, computationally efficient quasi-static Okada’s solu-
tion is used as a substitute to simulate and understand the 
dynamic ground motion pattern in the near field. The ap-
proach is observed to capture the trend in the displace-
ment as well as pattern of ground residual displacement. 
Hence the quasi-static Okada’s solution is utilized to 
quantify the dynamic ocean-floor displacement field due 
to slip models in the SRCMOD database for the 2004 
Sumatra earthquake. Furthermore, these displacement 
fields are employed to simulate tsunami waves utilizing 
Clawpack package, which has coded a standard finite  
volume framework formulated based on shallow-water 
wave equation. The resultant simulated waveforms are 
compared with the available tidal gauge recordings and 
altimeter data. The simulated waves are observed to cap-
ture the trends in the recorded data. 
 The sensitivity of tsunami waves with slip field and  
location is also evaluated. It is observed that both loca-
tion and pattern of the slip field affect the waveforms in 
the nearfield. However, the predominant factor that  
affects the wave height at far-field stations is the location 
of rupture. This study also estimates the deterministic 
tsunami hazard with respect to maximum wave height. 
The estimates are arrived from simulations corresponding 
to the worst earthquake that can occur in the region com-
bining 25 scenario simulations along the possible rupture 
plane at the Sumatra subduction. The maximum wave 
height observed for the region is of the order of 10 m. 
 Results from the study indicate the high sensitivity of 
tsunami waves on input slip distribution. We also noted 
that the rupture propagation characteristics with respect 
to slip field and its location have implications on the  
simulated waves. The results provide a conservative  
estimate of the maximum wave height along the coast at 
zero mean sea level. The results can be suitably extrapo-
lated for sites along the shore region based on topogra-
phy. However, a more scientific method accounting for 
all the uncertainty would be to perform probabilistic  



RESEARCH ARTICLES 
 

CURRENT SCIENCE, VOL. 119, NO. 10, 25 NOVEMBER 2020 1651

tsunami hazard assessment. However, the computational 
cost is huge as all possible events, corresponding ran-
domness and location need to be accounted and hence 
will be attempted as a future scope of this work. Addi-
tionally, sensitivity analysis is performed for the distribu-
tion pattern and location of the rupture model. More 
insight into the controlling parameters could be gained if 
all parameters associated with the rupture process  
are considered for sensitivity analysis. Nevertheless, the 
results from this study can be utilized in the safe design 
of structures along the coastline of the study region. 
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