
RESEARCH ARTICLES 
 

CURRENT SCIENCE, VOL. 124, NO. 6, 25 MARCH 2023 722 

*For correspondence. (e-mail: shrihd9@gmail.com) 

Performance of advanced machine learning  
models in the prediction of amylose content in  
rice using internet of things-based colorimetric  
sensor 
 
Shrinivas Deshpande1,*, Udaykumar Nidoni2, Sharanagouda Hiregoudar2,  
K. T. Ramappa2, Devanand Maski3 and Nagaraj Naik4 
1ICAR-Krishi Vigyan Kendra, Kandali, Hassan 573 217, India 
2Department of Processing and Food Engineering; 3Department of Renewable Energy Engineering, and 
4Pesticide Residue and Food Quality Analysis Laboratory, College of Agricultural Engineering, University of Agricultural Sciences,  
Raichur 584 104, India 
 

Rice ageing is a complicated process that is difficult to 
examine methodically. Several physicochemical prop-
erties of rice change with age as a function of moisture 
content and storage temperature. Among these quali-
ties, amylose content is the most important and numerous 
metrics depend on it. Several sensors, Internet of Things, 
Information and Communication Technology, artificial 
intelligence and machine learning (ML) approaches are 
being used in technological interventions to tackle this 
problem. In the present study, seven advanced ML 
models were evaluated to classify the different concen-
trations of amylose using light-intensity data obtained 
by the novel colorimetric amylose sensor. From the 
performance of the evaluated ML models, it was obser-
ved that for the light intensity dataset obtained from 
the sensor, higher and similar model parameters and 
an accuracy value of 0.77 were observed for both arti-
ficial neural network (ANN) and k-nearest neighbour 
(KNN) algorithms, followed by accuracy values of 0.75, 
0.74, 0.65, 0.61 and 0.61 respectively, for the decision 
tree, random forest, AdaBoost, logistic regression and 
support vector machine algorithms. Thus ANN and 
KNN are promising in predicting the different classes 
of amylose in rice. 
 
Keywords: Amylose content, artificial intelligence, ma-
chine learning, mathematical modelling, rice. 
 
IN rice, the term ‘ageing’ basically represents biochemical 
changes that occur during grain storage as a function of 
moisture content, temperature and variety. When the fre-
shly harvested paddy is milled, the rice gives a pasty gruel 
upon cooking, which the consumers least prefer. Under 
appropriate storage conditions, these characteristics de-
crease with due course of time, and the grains do not tend 

to adhere to one another when cooked. Ageing may also 
lead to a progressive increase in amylose content and 
changes in lipid, protein and other substances produced 
from enzyme activities during storage1. Lipids form free fatty 
acids and complexes with amylase enzyme along with car-
bonyl compounds and hydroperoxides. Hence, the ageing 
process could be quantified based on the amylose content 
present in rice. Due to these facts, aged rice is popular in 
Asian countries for its taste, texture and flavour compared 
to fresh rice. It shows higher kernel elongation, water ab-
sorption, volume expansion and less dissolved solid contents, 
which make the cooked grains flaky or grainy in texture2. 
Hence, old rice fetches a higher price compared to fresh 
rice, especially in India, while fresh rice is preferred in 
China, Japan and other countries3. 
 The conventional method of assessing the age of rice 
involves the evaluation of cooking characteristics and ob-
serving the hardness of the cooked grains by pressing 
them on the palm. This leads to inappropriate price fixation 
of rice/farm produce using an unscientific method. There-
fore, there is a huge demand for alternative methods and 
scientific devices for assessing the ageing of rice based on 
qualitative and quantitative measurement techniques4. 
 The advances in science and technology and the high 
qualification of human resource have allowed sustainable 
growth of the world economy, resulting in the emergence 
of smart technological approaches. Computer applications 
based on sensors allow for obtaining more accurate infor-
mation about any parameter. Hence, the internet of things 
(IoT)-based smart agriculture is more efficient than tradi-
tional approaches in solving real-time problems5. Further-
more, IoT-based sensors, instruments, devices or any other 
electronic kits could boost the qualitative analysis of agri-
cultural produce by avoiding human interventions. 
 Mathematical models in food science help simulate the 
experimental processes and thus reduce them. In this regard, 
studies have been performed to provide appropriate models 
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Figure 1. Colorimetric amylose sensor and android mobile application. 
 
for post-harvesting operations in order to find the best cor-
relation between effective parameters6. 
 Machine learning (ML) is one of the fastest-growing areas 
of computer science, with far-reaching applications. It re-
fers to the automated detection of meaningful patterns in 
data. ML tools deal with call functions having the ability 
to learn and adapt7. With ever-increasing amounts of data 
becoming available, there is a good reason to consider that 
smart data analysis will become even more pervasive as a 
necessary tool for technological progress6. With this back-
ground, the objective of the present study was to evaluate 
the performance of different advanced ML models to accu-
rately predict the amylose content in rice samples using 
intensity data obtained from the developed colorimetric 
amylose sensor. 

Materials and methods 

Description of the amylose sensor 

A colorimetric amylose sensor was developed in the De-
partment of Processing and Food Engineering, College of 
Agricultural Engineering, University of Agricultural Scien-
ces, Raichur, Karnataka, India, for assessing the age of rice 
samples using the enzyme mimic principle exhibited by 
the 3,3′,5,5′-tetramethylbenzidine (TMB) in the presence of 
hydrophilic bentonite (nano clay) and hydrogen peroxide 
to attain the characteristic colour change (Figure 1). An 
android mobile application was also developed to rapidly 
estimate amylose content in the rice samples (Figure 1). 

Experimentation and data acquisition 

In order to evaluate the different ML models, the sensor 
was evaluated with standard amylose of known concentration 

(0.2, 0.4, 0.6, 0.8 and 1.0 mg ml–1) with 100 replications. 
Next, 100 µl of standard amylose of known concentration 
was taken in a quartz cuvette, and 1 ml of sodium acetate 
buffer solution was added to it. Then 200 µl of nano clay, 
100 µl of hydrogen peroxide and 100 µl of TMB were 
added to allow a change in colour for 1 min. The amylose 
sensor was switched on and connected to the android appli-
cation by inserting the device IP address through the WiFi 
module. Once the WiFi connection was established with 
the device and mobile, a cuvette was placed in the sample 
compartment in the sensor and closed with a cuvette holder 
cap. The 652 nm LED was then turned on, and the plot as a 
function of time versus intensity began in the programme, 
with real-time values presented on the graph. The plot in-
dicated the amylose percentage where the stationery curve 
continues to drop in intensity values, and the correspond-
ing value was connected with the amylose percentage. 
 The sensor was operated for 900 sec for each run, and the 
light intensity values corresponding to each concentration 
of amylose were recorded as a function of time which was 
used for modelling. A provision was made in all the algo-
rithms to split input data into training and testing datasets 
for further testing and evaluation. Since BPT 5204 is a popu-
lar rice variety in the study area, it was considered for 
evaluation and modelling. The selected ML models were 
evaluated in Anaconda-Spyder 3 (Python) and compared 
by means of model accuracy. 

Mathematical modelling of amylose sensor data 

The ML models, viz. AdaBoost, artificial neural network 
(ANN), k-nearest neighbor (KNN), decision tree, logistic 
regression, support vector classifier (SVC) and random 
forest classifier were chosen to model the intensity data for 
the prediction of amylose content due to their effectiveness 
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in classifying the dataset8. The confusion matrices obtained 
for each model depicting the classification data were plot-
ted for all the models. 
 
AdaBoost classifier: Adaboost or adaptive boosting is an 
ensemble model that combines a series of low-performing 
classifiers to develop an improved classifier. Further, it 
decreases the variance with the help of the bagging approach, 
bias using a boosting approach or improves predictions 
using the stacking approach. The model assigns weightage 
to the trained classifier data in each iteration according to the 
accuracy of the prediction. Further, the accuracy of the 
model was studied by changing the n-estimator values in 
the programme9. 
 
Artificial neural network classifier: This data processing 
paradigm functions similarly to the biological nervous sys-
tem. The input layers provide the specified independent vari-
ables, while the hidden layers process and compute the 
input data into usable form by assigning synaptic weightage 
to specific sets of data according to their unique strength. 
Furthermore, the chosen activation function translates the 
input signal of ANN node to an output signal. Furthermore, 
the insertion of hidden nodes between the input and output 
layers might improve the accuracy of ANNs8. 
 
k-nearest neighbor classifier: This is a non-parametric and 
lazy learning algorithm with no assumptions for underlying 
data distribution, and the model structure determined from 
the dataset does not follow any mathematical assumptions. 
In KNN, the accuracy of the model depends upon the num-
ber of nearest neighbours. To find the closest similar points, 
the distance between points measured, such as Euclidean 
distance, Hamming distance, Manhattan distance and Min-
kowski distance, was considered. In the present study, Eu-
clidean distance has been taken into consideration since it 
is a popular and default function in KNN8. 
 
Decision tree classifier: A decision tree is a flowchart-like 
tree structure that is an easy and popular classification algo-
rithm mainly used for classification and regression analy-
sis. The basic working process of the decision tree algorithm 
starts with selecting the best attribute among the input data 
using attribute selection measures (ASMs) to split the data-
set, then breaking it into smaller subsets as decision nodes. 
Once the training and testing of the model are completed, 
the best ASM is adopted with a higher attribute score for 
obtaining the decision tree as well as the confusion matrix 
of the dataset for interpretation8. 
 
Logistic regression classifier: The logistic regression model 
forecasts the output using maximum likelihood estimation 
(MLE), which is a maximizing approach that uses a sigmoid 
function to generate output parameters that are most likely 
to produce the observed data, with mean and variance as 
critical factors. The multinomial logistic regression model 

was used in this study since the target variables contained 
five nominal categories of amylose concentration. The sig-
moid or logistic function generates an S-shaped curve 
through which any real-valued number was computed and 
mapped onto a value between 0 and 1 (ref. 10). 
 
Support vector classifier: This method is commonly used 
for classification and regression applications. A typical SVC 
plot includes a hyperplane (a decision plane that divides a 
group of objects), support vectors (data points nearest to 
the hyperplane) and margins (a gap between two lines on 
the closest class points). The data categorization is done by 
creating a hyperplane in multidimensional space to distin-
guish distinct classes of variables. The basic idea behind 
SVC is to determine the optimum maximum marginal hyper-
plane for dividing the dataset into multiple groups. The selec-
tion of an appropriate hyperplane with the maximum possible 
margin between support vectors is considered the princi-
ple behind the working of the SVC8. 
 
Random forest classifier: This is a type of supervised ML 
algorithm used both for classification and regression. Ran-
dom forest algorithm creates decision trees on randomly 
selected data samples, obtains a prediction from each tree 
and selects the best solution by means of voting. Initially, 
the entire dataset is randomly split into a number of decision 
trees according to the type of dataset. This group of deci-
sion trees is considered as the forest, which depends on an 
independent random sample. In the classification problem, 
each tree votes and the most popular class is chosen as the 
final result11. 

Results and discussion 

AdaBoost classifier 

The classification analysis was done with the intensity data 
by changing the n-estimator values in the range 1 to 50, 
and the error rate pertaining to each n-estimator was recorded 
(Figure 2 a). It is observed that the error rate was low 
when the n-estimator value was 5, and this value was con-
sidered for auxiliary analysis. For the optimized value of 
the n-estimator, the accuracy of the classifier was 0.65. 
The results are represented as a confusion matrix (Figure 
2 b) and an accuracy table (Table 1). From Table 1, it can 
be seen that the average precision of the AdaBoost model 
is 0.59. However, the average recall and F1 scores of the 
model are 0.65 and 0.58 respectively. The precision values of 
the model in identifying the selected concentration of amy-
lose are 1.00, 0.00, 0.48, 0.58 and 0.87 respectively, for 
classes 0, 1, 2, 3 and 4. The recall and F1 scores for classes 0, 
1, 2, 3 and 4 be 1.00, 0.00, 0.90, 0.98 and 0.35 and 1.00, 
0.00, 0.62, 0.73 and 0.50 respectively. 
 The confusion matrix of the classifier illustrates that the 
AdaBoost model efficiently identifies three classes of 
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Figure 2. (a) Error plot and (b) confusion matrix plot for AdaBoost classifier. 
 
 

Table 1. Evaluation results of selected machine learning algorithms for the intensity data of colorimetric amylose sensor 

 Class    
 

 
Model 

 
 

0  
(0.2 mg ml–1) 

1  
(0.4 mg ml–1) 

2  
(0.6 mg ml–1) 

3  
(0.8 mg ml–1) 

4  
(1.0 mg ml–1) 

 
Accuracy 

Macro  
average 

Weighted  
average 

 

AdaBoost classifier Precision 1.00 0.00 0.48 0.58 0.87  0.59 0.59 
 Recall 1.00 0.00 0.90 0.98 0.35  0.65 0.65 
 F1-score 1.00 0.00 0.62 0.73 0.50 0.65 0.57 0.58 
ANN classifier Precision 1.00 0.65 0.78 0.72 0.69  0.77 0.77 
 Recall 1.00 0.55 0.82 0.71 0.78  0.77 0.77 
 F1-score 1.00 0.59 0.80 0.71 0.74 0.77 0.77 0.77 
KNN classifier Precision 1.00 0.61 0.84 0.71 0.68  0.77 0.77 
 Recall 1.00 0.69 0.79 0.62 0.74  0.77 0.77 
 F1-score 1.00 0.65 0.81 0.66 0.71 0.77 0.77 0.77 
Decision tree classifier Precision 1.00 0.82 0.66 0.64 0.71  0.77 0.77 
 Recall 1.00 0.32 0.88 0.86 0.67  0.75 0.75 
 F1-score 1.00 0.46 0.75 0.73 0.69 0.75 0.73 0.73 
Logistic regression classifier Precision 1.00 0.16 0.44 0.57 0.62  0.56 0.56 
 Recall 1.00 0.04 0.61 0.99 0.37  0.60 0.61 
 F1-score 1.00 0.06 0.51 0.72 0.46 0.61 0.55 0.56 
Support vector classifier Precision 1.00 0.21 0.43 0.59 0.62  0.57 0.57 
 Recall 1.00 0.08 0.56 0.93 0.46  0.60 0.61 
 F1-score 1.00 0.11 0.49 0.72 0.53 0.61 0.57 0.57 
Random forest classifier Precision 1.00 0.75 0.66 0.61 0.79  0.76 0.76 
 Recall 1.00 0.36 0.78 0.94 0.61  0.74 0.74 
 F1-score 1.00 0.49 0.71 0.74 0.69 0.74 0.73 0.73 
 
 
amylose concentration, i.e. classes 0, 2 and 3 respectively. 
However, the model misclassifies the remaining two classes 
of amylose concentration, viz. classes 1 and 4. This is due 
to the overlapping of data points into another type, and the 
model cannot classify the category of amylase, which can 
be seen in the decision boundary diagram of the model. A 
study reported that the existing classification algorithms 
are extended from traditional classification algorithms for 
specific data and deal with data uncertainty based on rela-
tively ideal probability distribution and data type assump-
tions12. The unclear data were classified using ensemble 
models in a unique potential world-based AdaBoost techni-
que called PwAdaBoost to improve accuracy. A similar kind 
of study has been conducted by various researchers13,14. 

They used the AdaBoost algorithm for early detection and 
diagnosis of breast cancer and seabed classification using 
the PSO-BP-AdaBoost algorithm with better model accu-
racy. 

ANN classifier 

The classification of amylose concentration was carried out 
using the ANN classifier model. The analysis was conduc-
ted with the intensity data by changing the values of the 
number of hidden layers and the number of neurons in 
each hidden layer. The error rate pertaining to each layer 
and neuron was recorded (Figure 3 a). The figure shows 
that the error rate is low for four hidden layers, with 300, 
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Figure 3. (a) Error plot and (b) confusion matrix plot for ANN classifier. 
 
 

 
 

Figure 4. (a) Error plot and (b) confusion matrix plot for KNN classifier. 
 
 
100, 50 and 10 neurons in each layer considered for auxil-
iary analysis. For the optimized value of hidden layers and 
neurons, the accuracy of the classifier is 0.77. The results 
have been represented in the form of a confusion matrix 
(Figure 3 b) and an accuracy table (Table 1). From Table 1, 
it can be observed that the average precision of the ANN 
model is 0.77. However, the average recall and F1 scores 
of the model are 0.77 and 0.77 respectively. Meanwhile, the 
precision values of the model in identifying the selected 
concentration of amylose are 1.00, 0.65, 0.78, 0.72 and 
0.69 respectively, for classes 0, 1, 2, 3 and 4. The recall 
and F1 scores for classes 0, 1, 2, 3 and 4 are 1.00, 0.55, 
0.82, 0.71 and 0.78, and 1.00, 0.59, 0.80, 0.71 and 0.74 re-
spectively. 
 Figure 3 b reveals that the ANN model classifies different 
concentrations of amylose data with better accuracy com-
pared to the AdaBoost model, which is seen in the confu-
sion matrix. Though the classification efficiency is good, the 
model has misclassified the different concentrations due to 
the overlapping data, leading to a higher error rate. Various 
researchers have adopted deep neural networks for intru-

sion detection in the information systems of web-based 
data. Similar studies have been conducted to classify coffee 
bean species, fish species, EEG signals for epileptic seizures 
and pneumonia using neural network algorithms15–19. 

KNN classifier 

The classification of amylose concentration was carried out 
using the KNN classifier model. The classification analy-
sis was conducted with the intensity data by changing the 
n-neighbour values in the range 1–50, and the error rate 
pertaining to each n-neighbour was recorded (Figure 4 a). 
From the figure, it can be observed that the error rate is low 
when the n-neighbour value is 1, and this value is conside-
red for auxiliary analysis. For the optimized n-neighbour 
value, the accuracy of the classifier is 0.77. The results are 
represented as confusion matrix (Figure 4 b) and an accu-
racy table (Table 1). From the table, it can be seen that the 
average precision of the KNN model is 0.77. However, the 
average recall and F1 score of the model are 0.77 and 0.77 
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Figure 5. (a) Error plot and (b) confusion matrix plot for decision tree classifier. 
 
 

 
 

Figure 6. Confusion matrix plot for logistic regression classifier. 
 
 
respectively. The precision values of the model in identi-
fying the selected concentration of amylose are 1.00, 0.61, 
0.84, 0.71 and 0.68 respectively, for classes 0, 1, 2, 3 and 
4. The recall and F1 scores for classes 0, 1, 2, 3 and 4 are 
1.00, 0.69, 0.79, 0.62 and 0.74 and 1.00, 0.65, 0.81, 0.66 
and 0.71 respectively. 
 The confusion matrix depicted in Figure 4 b reveals that 
the classification accuracy of the model is good compared 
to the previous models. The overlapping and misclassifi-
cation of amylose concentration are less, leading to better 
accuracy of this model. The decision boundary of the model 
depicts that most of the data points fall in their respective 
classes to achieve better accuracy of 0.77. A study reported 
that an automatic real-time recommendation system adopting 
KNN model using the Euclidean distance could classify 
the actual classes accurately20. Similar studies reveal that 
the KNN algorithm can also be used to classify text and 
textural documents into the desired classes accurately21,22. 

Decision tree classifier 

The classification of amylose concentration was carried 
out using the decision tree classifier model. The analysis 
was done with the intensity data by changing the maximum 
depth of the tree in the range of 1–50. The error rate per-
taining to each depth was recorded (Figure 5 a). The figure 
shows that the error rate is low when the maximum depth 
is 6, and this value is considered for all auxiliary analyses. 
For the optimized value of maximum depth, the accuracy 
of the classifier is 0.75. The results are represented in the 
form of a confusion matrix (Figure 5 b) and an accuracy table 
(Table 1). From the table, it can be concluded that the aver-
age precision of the decision tree model is 0.77. However, 
the average recall and F1 scores of the model are 0.75 and 
0.73 respectively. The precision values of the model in 
identifying the selected concentration of amylose are 1.00, 
0.82, 0.66, 0.64 and 0.71 respectively, for classes 0, 1, 2, 3 
and 4. The recall and F1 scores for classes 0, 1, 2, 3 and 4 
are 1.00, 0.32, 0.88, 0.86 and 0.67, and 1.00, 0.46, 0.75, 
0.73 and 0.69 respectively. 
 Figure 5 b reveals that the decision tree model cannot 
classify the amylose content, but the classification accuracy 
for amylose concentration classes 0 and 3 is excellent. Ex-
cept for these two, the remaining concentrations of amylose 
are misclassified, which might be due to the overlapping of 
data onto another class as well as the efficiency of the model 
to distinguish the different categories. Similar research 
demonstrated that the rules-based decision tree models in a 
hierarchical intrusion detection system may be classified 
well using the decision tree method23–25. Further, the model’s 
accuracy depends on the nature and amount of the input 
datasets. 

Logistic regression classifier 

The classification of amylose concentration was carried out 
using logistic regression classifier model. The analysis was 
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Figure 7. (a) Error plot and (b) confusion matrix plot for support vector classifier. 
 

 
done with the intensity data, and the regression model was 
evaluated in terms of accuracy. The results depict that the 
accuracy of the classifier is 0.61. The results have been 
represented in the form of a confusion matrix (Figure 6 a) 
and an accuracy table (Table 1). From the table, it is obser-
ved that the average precision of the logistic regression 
model is 0.56. However, the average recall and F1 scores 
are 0.61 and 0.56 respectively. The precision values of the 
model in identifying the selected concentration of amylose 
are 1.00, 0.16, 0.44, 0.57 and 0.62 for classes 0, 1, 2, 3 
and 4 respectively. The recall and F1 scores for classes 0, 
1, 2, 3 and 4 are 1.00, 0.04, 0.61, 0.99 and 0.37, and 1.00, 
0.06, 0.51, 0.72 and 0.46 respectively. 
 The confusion matrix of the logistic regression classifier 
shows that the model classifies only two concentration 
classes of amylose accurately, while the remaining are 
misclassified. This shows that the data points are displayed 
on several classes, which lowers the model’s accuracy be-
cause the model only has a very limited capacity to identify 
the data on other amylose concentrations. Studies on im-
balanced data classification, data classification and ML 
approaches for the classification of credit score data reveal 
that logistic regression could help classify the given input 
datasets26–28. 

Support vector classifier 

The classification of amylose concentration was carried out 
using the SVC model. The analysis was done with the in-
tensity data by changing the kernel values in the range of 
1–50, and the error rate pertaining to each kernel was recor-
ded (Figure 7 a). From the figure, it is observed that the 
error rate is low when the kernel value is 15, and this value is 
considered for all auxiliary analyses. For the optimized 
kernel value, the accuracy of the classifier is 0.61. The results 
are represented in the form of a confusion matrix (Figure 
7 b) and an accuracy table (Table 1). From the table, it can 
be observed that the average precision of the SVC model 

is 0.57. However, the average recall and F1 scores are 0.61 
and 0.57 respectively. The precision values of the model 
in identifying the selected concentration of amylose are 
1.00, 0.21, 0.43, 0.59 and 0.62 for classes 0, 1, 2, 3 and 4 
respectively. The recall and F1 scores for classes 0, 1, 2, 3 
and 4 are 1.00, 0.08, 0.56, 0.93 and 0.46, and 1.00, 0.11, 
0.49, 0.72 and 0.53 respectively. 
 In the plotted confusion matrix of the classifier, it is 
seen that only two classes of amylose concentration are 
classified accurately (i.e. 0 and 3) by the SVC model; 
however more than 50% of the data has been misclassified 
in the remaining three classes. The misclassified data of the 
remaining three classes can be seen in the decision boundary 
plot, which shows overlapping data on the other classes. 
Similar studies have indicated that the SVC model could 
be used efficiently to classify imbalanced data by support 
vector machines and diagnose liver disease in cows29,30. 

Random forest classifier 

The classification of amylose concentration was carried 
out using a random forest classifier model. The classification 
analysis was done with the intensity data by changing the 
maximum depth values and value of the n-estimator in the 
range 1–50. The error rate pertaining to these was recorded 
(Figure 8 a). From the figure, it is observed that the error 
rate is low when the maximum depth value is 5 with the n-
estimator value of 22, which was considered for all auxiliary 
analyses. For the optimized depth and n-estimator values, 
the accuracy of the classifier was estimated to be 0.74. 
The results are represented in the form of a confusion matrix 
(Figure 8 b) and an accuracy table (Table 1). The table shows 
that the average precision of the random forest classifier 
model is 0.76. However, the average recall and F1 scores 
are 0.74 and 0.73 respectively. The precision values of the 
model in identifying the selected concentration of amylose 
are 1.00, 0.75, 0.66, 0.61 and 0.79 respectively, for the clas-
ses 0, 1, 2, 3 and 4. The recall and F1 scores for classes 0, 
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Figure 8. (a) Error plot and (b) confusion matrix plot for random forest classifier. 
 
 
1, 2, 3 and 4 are 1.00, 0.36, 0.78, 0.94 and 0.61, and 1.00, 
0.49, 0.71, 0.74 and 0.69 respectively. 
 The confusion matrix of the random classifier demon-
strates that only two amylose concentration classes, i.e. 0 
and 4 are classified accurately, whereas the accuracy of 
class 2 is comparatively good. The remaining amylose 
classes are misclassified. From Figure 8 a, it is seen that 
the data points of classes 1 and 4 are plotted on the surface 
of other classes, leading to lower classification accuracy. 
Random forest algorithms have also been used to classify 
neuro-imaging data in Alzheimer’s disease, as well as big 
data classification in IoTs and other applications31–33. 
 From the above details pertaining to the performance of 
the evaluated ML models, it can be observed that for the 
light intensity dataset obtained from the sensor, higher and 
similar model parameters and accuracy value of 0.77 are 
reported for both the ANN and KNN algorithms followed 
by the accuracy value of 0.75, 0.74, 0.65, 0.61 and 0.61 
respectively, for the decision tree, random forest, Ada-
Boost, logistic regression and SVC algorithms. Though the 
ANN and KNN models achieve higher accuracy in classify-
ing the different concentrations of amylose, the error rate 
is high because of the overlapping of the data points at a 
particular time period. This leads to a high error rate in 
classifying the amylose concentration. Further, the low 
model accuracy might be due to higher overlapping, as the 
models are unable to perform well under overlapping con-
ditions leading to an erroneous classification. From these 
results, we conclude that the ANN and KNN algorithms can 
be used for predicting the concentration of amylose content 
in rice samples using the intensity dataset obtained from 
the sensor. 

Conclusion 

Thus a rapid and easy method for estimating the amylose 
content to assess ageing in rice has been achieved by de-
veloping a colorimetric amylose sensor. The selected ML 

models were evaluated using the intensity data obtained 
by the sensor for proper interpretation. It is concluded that 
with the same accuracy, the ANN and KNN models could 
predict amylose content more accurately and thus the ageing 
of rice. Since the accuracy of the ANN and KNN models 
are the same, the KNN algorithm is recommended to classify 
the amylose content due to the higher accuracy of each class. 
Though the model accuracy is comparatively good, it can 
be improved by changing the various model parameters, 
preprocessing the data, and using deep learning models. 
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