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Vegetables are the staple food in our diets. Vegetable 
prices are difficult to forecast because they are influen-
ced by a variety of factors, including weather, demand 
and supply chain, Government policies, etc. and exhibit 
volatile fluctuations. Marketing of vegetables is complex, 
especially because of their perishability, seasonality and 
bulkiness. An accurate and timely forecast of vegeta-
bles is essential to help its stakeholders. Previous studies 
observed that traditional statistical models are unable 
to capture the complex behaviour of vegetable markets. 
In this study, a comparative assessment has been carried 
out among the traditional time-series model, machine 
learning and deep learning techniques in order to find 
the best-suited model. For empirical illustration, cauli-
flower markets have been chosen as it is one of India’s 
most important and popular winter. In order to identify 
the complexity in the price of cauliflower, the machine 
learning technique, i.e. artificial neural network and 
deep learning technique, i.e. long short-term memory 
model have been implemented. In addition, the traditio-
nal stochastic time-series model, i.e. autoregressive inte-
grated moving average model, was used to compare 
the prediction accuracy of the above models. To this 
end, the moving window forecast approach was also 
implemented to evaluate the sensitivity of these models 
with respect to forecast length. It can be concluded that 
the deep learning model outperforms the traditional 
time-series model and the machine learning technique 
for both short- and long-term forecasting. 
 
Keywords: Cauliflower, deep learning technique, machine 
learning, statistical models, vegetable prices. 
 
VEGETABLES are an important source of several vital nutri-
ents, including potassium, dietary fibre, vitamin A and vita-
min C (ref. 1). In order to raise awareness regarding the 
nutritional and health benefits of fruits and vegetables, the 
United Nations (UN) General Assembly declared 2021 as 
the ‘International Year of Fruits and Vegetables’. The 
vegetable sector is regarded as critical because it generates 
high revenue and employment, enhances nutrition and pro-
tects and conserves the environment2. Due to its diverse 
climate and ecology, India is the world’s second largest 
producer of fresh vegetables3. Also, vegetables account 

for a substantial share of the market in India for daily con-
sumption, and their prices significantly impact consumer 
spending and farm household income. The major draw-
backs of vegetables are that they are highly perishable and 
show high volatility in prices due to demand and produc-
tion inconsistency4. When there is an oversupply of vege-
tables, prices fall, causing financial losses to agricultural 
households; however, when there is an undersupply, prices 
rise, putting a burden on consumers. As supply and demand 
imbalance affects producers and consumers, the Govern-
ment must balance these variables well. As a result, accurate 
forecasting of the vegetable market price is critical because 
prior information can aid in the formulation of a well-
planned management strategy, reduce risk and ultimately 
contribute to the stability of the demand–supply channel. 
Modelling and forecasting vegetable prices are complex as 
a large number of market factors affect them. In the past, 
several studies attempted to forecast the market price of 
vegetables using different parametric, non-parametric and 
machine learning models5–9. The effectiveness of paramet-
ric models and a non-parametric model (spectral analysis) 
for forecasting vegetable prices were studied by Dieng10. 
For predicting vegetable prices, Luo et al.11 introduced 
four models using the machine learning technique based 
on neural networks and backpropagation. Nasira et al.12 
presented a data mining classification model to predict the 
complex behaviour of vegetables. Xiong et al.13 developed 
a hybrid model for forecasting seasonal vegetable prices 
that combines seasonal-trend decomposition techniques based 
on loess (STL) and extreme learning machines (ELMs). 
Kyriazi et al.14 introduced a new forecasting methodology 
for modelling agricultural commodity prices, such as vege-
table prices, using adaptive learning forecasting. Although 
stochastic and machine learning methods have been widely 
employed in vegetable price forecasting, they cannot effec-
tively model the complex behaviour of vegetable prices in 
India due to high price fluctuation in the markets. Deep lear-
ning algorithms are a new breed of potential price-predi-
cting methodologies. The long short-term memory (LSTM) 
model, a variation of the recurrent neural network (RNN), 
can efficiently utilize both long and short term information 
from time-series data15. Unlike other approaches, its feed-
back connection provides a better understanding of the 
developed patterns of data series by implementing the 
backpropagation of current historical prices and present 
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Figure 1. Study markets. 
 
 

 
 

Figure 2. Research methodology. 
 
 
prices16. Chen et al.17 introduced the wavelet-based LSTM 
model, while Yin et al.18 proposed the STL–attention-
based LSTM for forecasting vegetable prices using various 
types of information. In the Indian context, deep learning 
has hardly been used for agricultural price prediction. The 
aim of the present study is to examine the potential of 
deep learning techniques in forecasting vegetable market 
prices. The most versatile and popular vegetable, cauliflower 
(Brassica oleracea var. botrytis), has been chosen for the 
study. The cauliflower market price data were collected 
from eight markets (Digapahandi, Bargarh, Bhadrak, Kasi-
nagar, Koraput, Koraput Semilguda, Parlakhemundi and 
Sahidngar) in Odisha, as it is one of the largest vegetable-
consuming states. The markets were chosen based on the 

total arrival. Figure 1 shows the major markets considered 
for the present study. 

Methodology 

The research methodology can be divided into three phases, 
namely data preparation, statistical modelling and perfor-
mance comparison (Figure 2). 

ARIMA model 

The autoregressive integrated moving average (ARIMA) 
model is a function of past values and past error terms. An 
ARIMA (p, d, q) can be written as follows 
 

 ( )(1 ) ( ) ,d
t tB B y Bϕ θ ε− =  (1) 

 
where ϕ(B) = 1 – ϕ1B – ϕ2B2 – … – ϕpBp is the autoregre-
ssive polynomial of order p; ϕ1, ϕ2, …, ϕp are autoregressive 
parameters; θ (B) = 1 – θ1B – θ2B2 – ⋅⋅⋅ – θqBq is the moving 
average polynomial of order q; θ1, θ2, … ,θq are the mov-
ing average parameters; d is the differencing operator; B is 
the backshift operator on yt defined as Bi (yt) = yt–i and εt is 
the white noise such that 2~ (0, ).t N εε σ  ARIMA (p, d, q) 
model building has different steps (Figure 3). These are as 
follows: 
 (i) Ensure stationarity: Using unit root tests such as the 
augmented Dickey-Fuller (ADF) test, Philips Peron test 
and KPSS test, the stationarity of the series is tested, and 
the value of d is determined. 
 (ii) Identification: Order of moving average (q) and order 
of autoregression (p) are identified in this stage by observ-
ing the autocorrelation function (ACF) and partial auto-
correlation function (PACF) respectively. 
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Figure 3. ARIMA process. 
 
 

 
 

Figure 4. ANN architecture. 
 
 

 
 

Figure 5. LSTM structure. 
 
 
 (iii) Estimation: Once the order is identified, the estima-
tion of unknown parameters is done by means of the non-
linear least square method. 
 (iv) Diagnostic checking: This is an important step of 
model-building where the residuals obtained from the de-
veloped model are examined, and the adequacy of the 
model is checked. 
 (v) Forecasting: The forecast of out-of-sample observa-
tions is done in this step. 

Artificial neural network model 

Artificial neural network (ANN) is a popular machine 
learning technique suitable for modelling over a wide range 
of applications due to its flexible architecture. The ANN 

architecture is mainly composed of three layers19. These 
are the input layer, single hidden layer and output layer 
(Figure 4). The number of neurons in the input or hidden 
layer is flexible. 
 In Figure 4, yt is considered as a nonlinear function of 
yt–1, yt–2, …, yt–k past observations and weights. 
 
 1 2( , ,..., , ) ,t t t t k ty f y y y w ε− − −= +  (2) 
 
where w is a class of all parameters of the model and f is a 
nonlinear function. 
 yt can be expressed as follows 
 

 0 0
1 1

,
q k

t j j ij t i t
j i

y a a g tβ β ε−
= =

 
= + + +  

 
∑ ∑  (3) 

 
where aj (j = 0, 1, 2, …, q) and βij (j = 0, 1, 2, …, q; i = 
1, 2, …, k) are parameters of the model, often called the 
connection weights; k the number of input nodes and q is 
the number of hidden nodes. The logistic function is most 
commonly used transfer layer 
 

 1( ) .
1 exp( )

g x
x

=
+ −

 (4) 

 
For training the multi-layer ANN model, mainly backpro-
pagation, a supervised learning algorithm is used20. In this 
study, we propose an ANN model with 20 input neurons, 
one hidden layer with 10 neurons and 1 output neuron. 

Long short-term memory model 

In 1997, Hochreiter and Schmidhuber21 introduced the 
LSTM neural network to include the benefits of addressing 
long-term data dependencies. Because of long-term de-
pendency, the LSTM model was highly suitable for financial 
high-frequency time-series data. It can also solve the 
problems of RNN models, gradient expansion and gradi-
ent disappearance22. The LSTM model has three memory 
modules: input gate, output gate, and forget gate (Figure 
5). The main functions of these three gates are retaining 
important information and discarding irrelevant information 
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from the units. A variety of LSTM models are available in 
the literature; we used Hochreiter and Schmidhuber’s 
LSTM model in our study. 
 The operational premise of the LSTM model is to analyse 
the information at time t. First, it discards unnecessary in-
formation using the forget gate. Then it filters useful infor-
mation with a given probability using the input gate and 
ultimately extracts useful information using the output 
gate, which participates in the next LSTM unit. The selection 
of the activation function is an important step in the LSTM 
process. Here we have used the standard sigmoid function 
and the tanh function as activation functions. The LSTM 
process can be summarized in five steps. 
 Step 1: The output value of the previous unit and input 
value of the current unit are integrated into the forget gate. 
The output value of the forget gate is calculated as  
 
 1{ ( )} ,* *t f t t ff W h x bσ −= +  (5) 
 
where Wf is the weight of the forget gate, bf the bias, xt the 
input value and ht–1 is the output value of the prior unit. 
 Step 2: The output value of the prior unit and the input 
value of the current time are incorporated into the input 
gate. The output value and candidate cell state values are 
computed as  
 
 1{ ( )} ,* *t i t t ii W h x bσ −= +  (6) 
 
 c 1 ctanh{ ( )} ,* *t t tC W h x b−= +  (7) 
 
where Wi and bi are the weight and bias of the input gate 
and Wc and bc are the weight and bias of the candidate in-
put respectively. 
 Step 3: Updation of the current cell is done using the 
formula 
 
 1 ,* *t t t t tC f C i C−= +   (8) 
 
Step 4: the output gate takes ht–1 and xt as input values, and 
its output is calculated using the formula 
 
 1{ ( )} ,* *t o t t oo W h x bσ −= +  (9) 
 
where Wi and bi are the weight and bias of this gate respe-
ctively. 
 Step 5: The final output of the LSTM unit is generated 
by computing the output of the output gate and the cell 
state, as follows 
 
 tanh( ),*t t th o C=  (10) 

Performance comparison 

To demonstrate the accuracy of different techniques, two 
performance metrics, i.e. root mean square error (RMSE) 
and mean absolute percentage error (MAPE) were used. 
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where yi and ˆiy  denotes actual and predicted values of ob-
servation at the ith time point respectively, and n is the 
number of observations used for validating the models. 

Results and discussion 

Data preparation 

Daily wholesale price data of cauliflower for the eight major 
markets in Odisha were collected from the AGMARKNET 
portal (https://agmarknet.gov.in/) from January 2015 to 
February 2021. The missing values were imputed by means 
of the kernel imputation technique. Data preparation com-
prised four steps; daily to weekly conversion, normaliza-
tion, arrangement of data in lag and data splitting (training 
and testing) (Figure 6). 
 Step 1: The original data (y′) were converted into weekly 
data (yw) by taking the average price of seven days. 
 Step 2: Normalizing data is important before introducing 
it into a machine learning or deep learning model. Data nor-
malization helps reduce the overall training time. Various 
techniques of data normalization are available in the liter-
ature, such as Z-score normalization, minimax sigmoid, 
etc.23. We have used minimax normalization in the present 
study 
 

 
w w
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y
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 (13) 

 
where yw is the weekly data; min

wy  and max
wy  the minimum 

and maximum values of the weekly data respectively, and 
yi are the normalized data. 
 Step 3: The single-series datasets were converted into a 
matrix of lag values. Here we have used a maximum of 20 
lag values for each series. The number of lags was selected 
based on the ACF of the original series. 
 Step 4: In this step, the data was split in the 70: 30 ratio 
into training and testing sets. Therefore, in the present 
study, the training set consists of 224 observations, whereas 
the testing set consists of 96 observations. 

Summary statistics 

Table 1 presents the summary statistics of the series for each 
market. A perusal of Table 1 indicates that the average 

https://agmarknet.gov.in/
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Figure 6. Data preparation. 
 
 

Table 1. Summary statistics 

Statistics Digapahandi Bargarh Bhadrak Kasinagar Koraput Koraput Semilguda Parlakhemundi Sahidnagar 
 

Mean 3,496.97 1,541.09 2,554.22 4,093.27 2,505.47 2,498.24 3,869.85 2,568.20 
SE 28.91 21.13 25.81 39.16 21.20 21.67 39.28 28.35 
Median 3,615.80 1,200.00 2,500.00 4,000.00 2,450.00 2,483.33 3,164.06 2,084.57 
Mode 2,700.00 533.33 2,500.00 2,000.00 3,100.00 4,100.00 2,000.00 4,500.00 
SD 1,408.29 1,029.26 1,257.33 1,907.82 1,032.79 1,055.81 1,913.30 1,380.79 
CV (%) 40.27 66.79 49.23 46.61 41.22 42.26 49.44 53.76 
Kurtosis 2.17 2.90 2.06 4.51 2.22 2.18 2.17 2.06 
Skewness –0.03 0.97 0.37 0.87 0.12 0.00 0.40 0.41 
Minimum 550 400 500 500 550 500 600 500 
Maximum 7,500 6,100 8,000 13,500 5,600 5,600 10,700 7,500 
Jarque–Bera statistics 368.79 142.27 69.14 521.97 65.75 131.13 154.22 67.08 
P-value <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 

SD, Standard deviation; SE, Standard error; CV, Coefficient of variation. 
 
 
 
price remains high in the Kasinagar market, whereas a 
lower average price is observed in Bargarh. The price vari-
ability measured in terms of coefficient of variation (CV) 
is observed to be highest in the Bargarh market, followed by 
Sahidnagar, whereas the lowest CV is reported in Digapa-
handi market. The skewness and kurtosis of all the price 
series (except skewness in Semilguda market which indicates 
that the distribution is symmetric) along with the Jarque–
Bera test results indicate that the series are deviating from 
normality. To visualize the distribution of the series, ker-
nel density estimates have been plotted in Figure 7, which 
also reveals that the probability distribution of each of the 
series has deviated from normality. This finding indicates 
that no parametric time-series model is appropriate. There-
fore, nonparametric and nonlinear machine learning techni-
ques adequately represented the pattern in the series. The 
inappropriateness and inadequacy of the parametric time 
series model, i.e. ARIMA model, are shown from its pre-
diction performance and residual diagnostic point of view. 

Fitting of models 

Before the application of any model, the dataset is split into 
training and testing sets with a ratio of 70: 30. On the 

training set, the model is trained, and the parameters and 
hyper-parameters of machine learning and deep learning 
techniques are tuned to get the optimized value. The best 
ARIMA model for the data under consideration was chosen 
based on log-likelihood and AIC (Table 2). Table 2 shows 
the values of optimized parameters and hyper-parameters 
of LSTM and ANN. In LSTM, a dense layer with one unit 
as the output layer has been considered. Softmax activation 
function was used with loss function as MAE and optimiz-
er as Adam. The total number of epochs was considered as 
50. In ANN, the logistic function was used as the activation 
function with the loss function as MAE and the optimiza-
tion technique as backpropagation. Table 2 also shows the 
learning rate and number of iterations for ANN to reach 
convergence. 
 The ARIMA, ANN and LSTM model are implemented 
individually for forecasting vegetable price. 
 Table 3 shows the prediction accuracy of the three above-
mentioned models. The LSTM model has the lowest MAPE 
and RMSE throughout all datasets, followed by ANN and 
ARIMA, except for Bhadrak (MAPE), where the ANN mod-
el has higher prediction accuracy than the LSTM model. 
Based on Table 3, we can conclude that the LSTM model 
outperforms the other two models in modelling vegetable 
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Figure 7. Kernel density estimates of price series. 
 
 

Table 2. Optimum value of parameters and hyper-parameters of different techniques 

Market LSTM lags Layers IS Units ANN #HL LR #I ARIMA order (p, d, q) LL AIC 
 

Digapahandi 19 LSTM (19,1) 25 11 0.0099 44,770 (4, 1, 2) 257.13 –500.26 
  Dense (, 25)  1       
Bargarh 22 LSTM (22,1) 29 13 0.0085 67,432 (1, 0, 0) 236.31 –470.62 
  Dense (, 29)  1       
Bhadrak 20 LSTM (20,1) 25 11 0.0093 30,102 (1, 0, 1) 333.67 –659.34 
  Dense (, 25)  1       
Kasinagar 22 LSTM (22,1) 30 12 0.0098 23,922 (1, 0, 0) 236.31 –470.62 
  Dense (, 30)  1       
Koraput 18 LSTM (18,1) 23  9 0.0099 22,359 (1, 0, 1) 326.93 –645.86 
  Dense (, 23)  1       
Koraput Semilguda 22 LSTM (22,1) 25 11 0.0098 40,060 (4, 1, 0) 262.20 –514.40 
  Dense (, 25)  1       
Parlakhemundi 21 LSTM (21,1) 27  9 0.0096 14,451 (2, 1, 0) 327.36 –648.71 
  Dense (, 27)  1       
Sahidngar 19 LSTM (19,1) 21 10 0.0099 12,771 (3, 0, 0) 244.53 –479.05 
  Dense (, 21)  1       

IS, Input size; #HL, No. of nodes in hidden layer; LR, Learning rate; #I, No. of iteration to converge; LL, Log likelihood; p, Autoregressive parameters;  
d, Differencing levels; q, Moving average parameters. 

 
 

Table 3. Prediction performance metrics 

 MAPE (%) RMSE 
 

Market ARIMA ANN LSTM ARIMA ANN LSTM 
 

Digapahandi 28.06 23.82 13.06 1018.43 1133.42 621.73 
Bargarh 60.88 35.23 17.12 1734.65 1006.91 419.97 
Bhadrak 50.88 21.51 23.03 1643.22 1051.93 1012.19 
Kasinagar 37.22 18.99 15.25 1462.56 1002.65 740.34 
Koraput 45.25 34.18 12.57 1135.98 1036.59 467.10 
Koraput Semilguda 48.25 44.51 16.03 1075.44 1030.49 456.27 
Parlakhemundi 34.42 25.54 16.50 1371.95 994.57 746.32 
Sahidngar 50.58 33.10 23.75 1706.68 1236.70 793.84 
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Table 4. DM test results 

 ARIMA vs ANN ARIMA vs LSTM ANN vs LSTM 
 

Markets Test statistic P-value Test statistic P-value Test statistic P-value 
 

Digapahandi –0.86 0.80 3.58 0.00 4.86 0.00 
Bargarh 7.68 0.00 9.77 0.00 5.38 0.00 
Bhadrak 5.38 0.00 6.89 0.00 0.43 0.33 
Kasinagar 4.58 0.00 5.58 0.00 2.35 0.01 
Koraput 2.23 0.01 7.48 0.00 7.14 0.00 
Koraput Semilguda 1.17 0.12 5.68 0.00 6.85 0.00 
Parlakhemundi 5.91 0.00 6.64 0.00 3.85 0.00 
Sahidngar 4.22 0.00 6.36 0.00 3.94 0.00 

 
 

 
 

Figure 8. Moving window forecast performance (in terms of RMSE). 
 

 
 
prices. The Diebold–Mariano (DM)24 test was applied to 
check for significant differences among the competing 
models. The null and alternative hypotheses of the test are 
as follows: H0: Prediction accuracy of the two models is 
the same, and H1: Prediction accuracy of the second mod-
el is better than the first model. Table 4 shows results of 
the DM test. A perusal of the table indicates that ANN is 
superior to ARIMA in all markets except Digapahandi, 
where both models perform at par. LSTM is superior to 
ARIMA in all the studied markets. Also, LSTM is superior 
to ANN in all the markets except Bhadrak, where there is 
no significant difference in the prediction accuracy bet-
ween ANN and LSTM. 
 The features of vegetable prices are difficult to compre-
hend because they exhibit volatile movements (Figure 8). 
The main aim of introducing the deep learning model in 

vegetable price forecasting is to learn the complex features 
present in the data. To evaluate the prediction performance 
of these models in short- and long-term forecasting, the 
moving window forecast approach was used. Four moving 
windows have been defined, viz. W1: 16 steps ahead fore-
cast; W2: 32 steps ahead forecast; W3: 48 steps ahead 
forecast and W4: 64 steps ahead forecast, i.e. overall test 
forecast. RMSE for these windows was computed and has 
been presented in Figure 8. The figure shows that with a 
few exceptions, the LSTM model has the lowest RMSE 
value for all market windows. LSTM is less efficient than 
ANN in W3 and W4 of Bhadrak and W1 of Parlakhe-
mundi and equally efficient with ANN in W1 of Bhadrak 
and W3 of Kasinagar. The ANN model is superior to the 
ARIMA model in most windows, with a few exceptions. 
In W2 of Digapahandi and W2 of Koraput, ARIMA and 
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Figure 9. Actual versus predicted price plots. 
 
 
ANN are equally precise, and in W1 of Digapahandi, W1 of 
Koraput, and W1 and W2 of Koraput Semilguda, ARIMA 
outperforms the ANN model. Digapahandi, Koraput and 
Koraput Semilguda markets witnessed the supremacy and 
inferiority of ARIMA over ANN in short-term and long-
term forecasting respectively. The remaining markets sup-
port the fact that ANN is superior to ARIMA for both short- 
and long-term forecasting. All the markets support the effi-
ciency of the LSTM model over ANN and ARIMA models 
for both short- and long-term forecasting. The effect of 
forecast length is low in the LSTM model, modest in the 
ANN model and very high in the ARIMA model. It is fair 
to conclude that the ARIMA model may be preferred over 
the ANN model for short-term forecasting, but it is not 
recommended for long-term forecasting. It can also be in-
ferred that LSTM achieves higher accuracy irrespective of 
prediction length. 
 The deep learning model (LSTM model) effectively cap-
tures the movements of vegetable prices across all mar-
kets, whereas the machine learning model (ANN model) 
fails to provide the expected results. Figure 9 presents the 
fitted series obtained from the LSTM model and the origi-
nal series. 

Conclusion 

Vegetable price prediction is important as vegetables are 
part of our daily diet and significantly impact farmers’ in-
come due to their perishable nature and high volatile price. 
Cauliflower prices are predicted in this study using ARIMA, 

ANN and LSTM models. We applied the proposed models 
in eight major cauliflower markets in Odisha. The sensitivity 
of these three models with respect to forecasting length 
was analysed using a moving window forecast. According 
to the results, the LSTM model outperforms the ARIMA 
and ANN models for both short- and long-term forecasting. 
The effect of forecast size is relatively low in the LSTM 
model but high in the ARIMA and ANN models. The 
ARIMA model is preferred over the ANN model for short-
term but not long-term forecasting. Based on this compar-
ative study, we can conclude that the deep learning model 
captures the complex pattern of vegetable prices efficiently, 
obtains the highest prediction accuracy and outperforms the 
traditional time series model (ARIMA) and the machine 
learning technique (ANN). It has the potential to improve 
agricultural market price prediction accuracy significantly. 
More research is needed to improve prediction accuracy 
by incorporating other important factors into the models. 
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