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Abstract: Data structure in GIS has been studied, thoughts of various kinds of shortest patch algorithm, its 

applied data structure and features of various kinds of data structure have been analyzed in this paper; 

development of shortest path algorithm in real time and parallel has been discussed, spatial distribution features 

of GIS have been studied, shortages of traditional shortest path algorithm in this specific application have been 

analyzed by combining the specific situation of seeking for the shortest path in GIS road traffic, one 

improvement algorithm which makes full use of the spatial distribution characteristics in GIS has been proposed 

and one new search idea, which is direction first search has been proposed for the path search of traditional 

Dijkstra algorithm. Finally, the improved algorithm has been realized through programming and the validity of 

this algorithm has been verified through experiment. 
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1. Introduction 
 

In current GIS application field, there are a lot of 

researches and applications in shortest path search 

problem, in which the efficiency problem of shortest 

path search algorithm draws the common attention 

and needs to be solved urgently in practical 

application. The adopted algorithm is mainly from 

Dijkstra algorithm in graph theory domain and the 

result of this algorithm operation is the shortest path 

of one vertex to all its vertexes. Dijkstra algorithm 

adapts to the changes of network topology and 

performance is stable, therefore, it has been applied 

extensively in the selection of computer network 

topology path and GIS. For example, one important 

mobile service location service (Mobile GIS) 

development from America can help users check 

location information and find ways without asking 

others; in the functional module of “asking 

directions”, it adopts Dijkstra algorithm to search the 

shortest path. The advantages of Dijkstra algorithm 

also include simple program design and strong 

generality. But it is not suitable to apply traditional 

Dijkstra algorithm to the shortest path search directly 

[1]. First, Dijsktra algorithm is not for two specific 

points, while in the shortest path searching of GIS, it 

usually needs to search the shortest or seemingly 

shortest path between two special points, therefore, 

the efficiency is low; in addition, traditional Dijkstra 

algorithm adopts adjacency matrix data structure and 

takes up a lot of space, which wastes the computer 

resources seriously and not suitable for the practical 

situation of great nodal points in GIS. More 

importantly, traditional Dijkstra algorithm is a general 

algorithm solving the shortest path of source point in 

plane to all its points and in the adoption, it does not 

consider about the spatial distribution feature of 

objects to handle [2]. Therefore, in the significance of 

generality and completeness, there is no doubt that 

Dijkstra algorithm is very excellent, but based on GIS 

spatial distribution feature and shortest path search in 

GIS, it is completely necessary to make further 

improvement for the algorithm [3] and its efficiency. 
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Figure 1 a simple map 
 

2. Data model of GIS 
 

Establishing geologic data model is an important part 

of geographic information system. One of the cores of 

database design is to design a good data model for 

describing the relationship between data content and 

data. Common data model of database is hierarchy, 

mesh and relationship. In the following, it will take a 

simple example (Figure 1) to explain the data 

organization forms and characteristics of former three 

data models [4-5].  
 

2.1 Hierarchical model 
 

Hierarchical model is directed tree used to record type 

node. Main characteristics: except for root node, any 

node has only parent node. One tree record 
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corresponds to several sub records and one sub record 

only corresponds to one parent record. Figure 2 is the 

hierarchical model of Figure 1. 

 

M 

M m2m1

a db c fc e

1 2 2 3 3 4 4 1 3 4 3 5 5 4

 
 

Figure 2 Hierarchy model 
 

2.2 Network model 
 

In GIS, if adopt hierarchical model for the topology 

relationship among common points, lines and physical 

elements, rendezvous redundancy increases, which 

brings about difficulty to topology checking [6-8]. 

Network model takes record type as node, which has 

two major differences with hierarchical model:  
 

(1) One sub node can have two or more parent nodes; 

(2) Any two nodes can have two or more 

relationships; Figure 3 is the network model of 

Figure 1. Each square in the Figure is called as a 

node, representing one physical element. Each 

physical element is expressed with one record and 

connection among different elements is connected 

with internet. One node can have many parent 

nodes or one node may be the sub node of many 

networks [9]. In GIS, graphic data generally 

adopts topology data model, similar to network 

model. The difference is that topology model 

adopts target identification and network connects 

the pointer.  
 

2.3 Relationship model 
 

Relationship model is a digital model, which 

summarizes the logic structure of data into a two-

dimensional table 1 meeting certain conditions. One 

entity is composed of several relationships and the set 

of relationship table 2 composes relationship model. 

The following relationship table 3 is the relationship 

between polygon, boundary and node listed in Figure 

1. The main advantage of relationship model is 

consistent description. Relationship among objects is 

that the data itself expresses the relationship among 

them through public value implicitly. Relationship 

model uses relational algebra and relational operation 

to operate data, the structure is simple and flexible, 

revising and updating data is convenient, easy to 

maintain and understand. 
 

Table 1 Boundary relation 
 

polygon Edge number Side length 

Ⅰ a 30 

Ⅰ b 23 

Ⅰ c 16 

Ⅰ d 24 

Ⅱ c 16 

Ⅱ e 15 

Ⅱ f 18 
 

Table 2 Boundary and node relation 
 

Edge number 
The starting 

point 
The end point 

a 1 2 

b 2 3 

c 3 5 

d 4 1 

e 3 5 

f 4 4 
 

Table 3node coordinate relation 
 

Edge number x y 

1 26.5 12.3 

2 25.1 42.3 

3 32.1 45.6 

4 42.3 35.2 

5 65.3 42.6 
 

3. Analysis the shortest path algorithm 
 

Original Dijkstra algorithm is used to solve the 

shortest path in network from one source point to all 

the other points in the Figure 3. This algorithm 

divides network nodes into unlabeled node, temporary 

label node and permanent labeled node [10]. First, 

initialize all nodes in network as unlabeled nodes and 

nodes in search process and connected to the shortest 

path node are temporary labeled node [11-13]. Each 
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cycle is to search the node with the shortest distance 

to source point from temporary labeled points as 

permanent labeled node, terminate algorithm till all 

the nodes become permanent labeled nodes. In 

original Dijkstra algorithm, temporary labeled nodes 

are saved disorderly, which becomes the bottleneck of 

Dijkstra algorithm. Because when search for the 

nodes with the shortest path in temporary labeled 

nodes every time, it needs to traverse all temporary 

labeled nodes. The solution is to order temporary 

labeled nodes based on the shortest path, each search 

path does not need to transverse all or few temporary 

labeled points, this is one of the important starting 

points of various kinds of optimization algorithms 

based on original Dijkstra algorithm; another 

important optimization channel is trying to decrease 

the number of temporary labeled nodes in shortest 

path analysis, which is trying to search from the 

starting point along the direction with the fastest 

speed to the terminal and then reach the target nodes 

as soon as possible (the improvement algorithm 

proposed in this paper is studied and improved from 

this perspective) [14-18]; in addition, in practical 

application, make corresponding improvement for 

path algorithm based on different corresponding paths 

of specific situations, for example, solution in GIS 

may possibly solve the shortest path between fixed 

starting point and end point, but not the shortest path 

of this point to all points. 
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Figure 3 Network model 
 

3.1 Linear optimization Dijkstra algorithm idea 
 

Comparison diagram of searching process between 

linear optimization Dijkstra algorithm and original 

Dijkstra algorithm is as shown in Figure 4. 
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(a)The original Dijkstra algorithm 
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(b) Linear optimal Dijkstra algorithm 
 

Figure 4 Dijkstra algorithm 
 

It can be seen from Figure 4 (a) that the searching 

process of original Dijkstra algorithm is similar to a 

series of concentric circles taking source point as the 

center of the circle. The searching process does not 

consider about the direction or location where the end 

point locates. In the searching process of source point, 
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the probability of being search between other nodes 

and end point is the same; the searching process of 

linear optimization Dijkstra algorithm is similar to a 

series of concentric ellipse taking source point and 

end point as the focus. Because the selection principle 

of permanent labeled point is: the smallest sum 

between the shortest distance of current node to 

source point and linear distance from this node to end 

point is taken as permanent labeled point. Therefore, 

its searching process is more prone to end point, the 

speed of searching process reaching end point is 

obviously quicker than original Dijkstra algorithm and 

the searched nodes is less then original Dijkstra 

algorithm.  
 

As shown in Figure 4(b), set Sp=2, Sq= 5, p E = 8, q 

E =2. Start from source point to make original 

Dijkstra algorithm searching. First, select nodes p and 

q as temporary labeled points. Because the length of 

Sp is smaller than that of Sq, so select node p as 

permanent labeled node; and then take p as the new 

source point and then make the next round searching, 

while the node p will be eliminated in the end. If 

adopt linear optimization Dijkstra algorithm, it is 

because Sp+ Ep=10, Sq+ Eq =7, so node q is selected 

as the permanent label point. As shown in Figure 5, 

L1 is the length of the shortest path of temporary 

labeled point P1 to source point, Ln is the shortest 

path length of temporary labeled point Pn to source 

point, D1 is the linear distance of node P1 to end 

point, Dn is the linear distance of node Pn to end 

point, line between P1 and Pn is C. Selection principle 

of permanent labeled point of original Dijkstra 

algorithm is: if L1>Ln, select Pn as permanent labeled 

node; If L1<Ln, and then select P1 as permanent 

labeled node.  
 

Selection principle of permanent labeled point of 

linear optimization Dijkstra algorithm is: if 

L1+D1>Ln+Dn, and then select Pn as permanent 

labeled node; if L1+D1<Ln+ Dn, and then select P1 

as permanent labeled node.  
 

One premise condition of the selection principle of 

permanent labeled node of linear optimization 

Dijkstra algorithm is that L1 is the shortest path of P1 

to source point, which is that the shortest path value 

of P1 will not be revised again, which is that known: 

L1+D1<Ln+  Dn, Prove: Ln+C>L1. Ln+Dn>L1+D1, 

so Ln+Dn-D1>L1; because C>D-D1, Ln+C>L1. 

Finished 
 

The key of linear optimization Dijkstra algorithm 

superior to original Dijkstra algorithm lies in that its 

maximum searching range has been decreased 

significantly and then the searching speed has been 

improved; Figure 6 displays the biggest searching 

range of two algorithms. Circle in the Figure is the 

biggest searching range of original Dijkstra algorithm 

and ellipse is the biggest searching range of linear 

optimization Dijsktra algorithm. 
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Figure 5 Beeline optimizing Dijkstra`s shortest path 

algorithm 
 

3.2 N angle improvement in reduction algorithm-

sub graph method 
 

Based on above idea, specific descriptions of 

improved Dijkstra algorithm are as following: 
 

(1) Connect source vertex and end point of network 

graph together into straight line; 
 

(2) Select suitable m value and divide network graph 

into m sub-graphs based on above division method; 
 

(3) Calculate each sub-graph respectively with 

adoption of Dijkstra algorithm.  
 

(4) Compare the source vertex and end point of each 

sub-graph with the source vertex and end point of 

neighboring sub-graph: 
 

If the end point of former neighboring sub-graph is 

the source vertex of following sub-graph, and then 

connect these two sub-graphs with two shortest paths 

calculated by Dijkstra algorithm; moreover, it is 

believed that the connected path is one part of the 

shortest path;  
 

If the end point of former neighboring sub-graph is 

not the source vertex of following sub-graph, and then 

revise the end point of former sub-graph, take the 

source vertex of following sub-graph as its new end 

point and then use Dijkstra algorithm to recalculate to 

get di+1`. At the same time, revise the source vertex of 

following sub-graph, replace with the end point of 

former sub-graph and use Dijkstra algorithm to 

recalculate to get di+1` similarly. Based on calculation 

results, d=min  {di+di+1`，di`+di+1} (in which di and 

di+1 are the lengths of the shortest path after 

calculating former sub-graph and following sub-

graph,) at the same time, connect two shortest paths 

corresponding to d together as part of the shortest 

path.  
 

(5) Repeat step (4) until find the shortest path 

connecting source point and end point.  
 

3.3 Realization of improved algorithm 
 

In the process of searching the shortest path between 

two points, the nodes needed to be passed can’t be 

confirmed in advance. If use array form to construct 

All Node and Leaf Node, the reserved space should 
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not be smaller than the requested space in practice, 

which will waste a lot of inventory or exceed the limit 

of array. Therefore, the paper adopts pointer form 

which can allocate inventory dynamically to construct 

All Node and Leaf Node, which is to use chain stack 

and chain queue. There is also one advantage of 

selecting this method, which is that when select one 

need from Leaf Node stack top to embed into All 

Node, there is no need to allocate inventory again and 

only need to connect this point to the end of All Node 

and it can save in both inventory and operation time.  

Under this big premise, it also needs to define one 

pointer type Nodeptr, which points to one defined 

data type TNode. Because the node structure of All 

Node and Leaf Node is basically the same, the only 

difference is that there is one more sub node pointer in 

All Node structure. To keep the unity of algorithm, 

this paper adopts unified structure during algorithm 

realization. In addition, because the coordinates of 

each point needs to be used in this algorithm, it needs 

to add X, Y value of plane coordinates in node 

structure, therefore, this node structure is as 

following: 
 

 
 

Figure 6 the sketch map of the most seek arrange of 

original Dijkstra 
 

4. Improvement and analysis of Dijkstra algorithm 

based on GIS spatial distribution features 
 

4.1 Example introduction 
 

When searching for the shortest path from Chongqing 

Normal University to Chongqing University with the 

improvement algorithm proposed in this paper, it will 

find the path as shown by the red line in the Figure 6. 

When the network is very large and the searching 

time is extremely long, the algorithm can be 

terminated after finding out few paths, in which the 

shortest one will be equal to or very close to the real 

shortest path, while it is in consistent with the 

situation in GIS that network data is big and usually 

needs to be similar to the optimization.  
 

4.2 Experimental verification of improvement 

algorithm 
 

Based on above ideas, this paper realizes the 

simulation for the checking function of the best path 

under Delphi with the help of draw.  
 

Experimental results prove the validity and accuracy 

of the algorithm.  
 

The algorithm program in this paper is developed with 

Delphi 7 programming language; it can be embedded 

into Map Info Professional 7.8 based on 

Windows2000platform and combine with other 

functional modules to form more complete GIS 

application system.  
 

5. Conclusions 
 

This paper starts from the research and analysis of the 

shortest path algorithm based on Dijkstra, analyzes 

the shortages and improvement ideas of traditional 

shortest path algorithm in the special application by 

combining the spatial distribution features of GIS 

road traffic and specific situation of searching for the 

shortest path and finally realizes an improvement 

algorithm which makes full use of spatial distribution 

features in GIS through programming. Main research 

work and innovation points are as following: 
 

(1) The main ideas of classic Dijkstra algorithm and 

its realization have been studied;  

(2) Data structural in GIS application has been 

studied;  

(3) Various kinds of the shortest path algorithm ideas, 

its application data structure and various kinds of 

features of data structure have been analyzed; 

(4) Development of the shortest path algorithm in real 

time and parallel has been discussed; 

(5) Improvement for the shortest path algorithm based 

in Dijkstra algorithm in GIS application has been 

studied emphatically, the shortest path algorithm 

based on Dijkstra algorithm has been improved for 

the practical situation of solving the shortest path 

in GIS, which can solve the search for the shortest 

path between two specific points and improve the 

efficiency of algorithm. This algorithm has been 

realized finally through programming. 
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