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ABSTRACT 
Peer to Peer network has become one of the most important areas while sharing the information in the 
global world. When we can share the information in the p2p network, traffic is the major problem. We 
can analyze the traffic theoretically which are associated with broadcasting.  For theoretical analysis, we 
propose and evaluate the probability based schemes like Uniform Probability, Dropped Probability, 
Dropped Message, Triangle Based and Biased Forwarded to alleviate traffic load on broadcasting 
networks. Reducing redundant traffic is a natural approach to alleviate the high traffic problem without 
compromising the reachability of messages. Some of the schemes can significantly reduce the whole 
network traffic with little or no cost on reachability and latency of messages. And also we proposed the 
multi-backup routing method that makes use of redundant traffic to enable more search results to reach a 
searcher. 
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1. INTRODUCTION 
Peer-to-peer (P2P) has become one of the most widely discussed terms in information 
technology. The term peer-to-peer refers to the concept that in a network of equals (peers) using 
appropriate information and communication systems, two or more individuals are able to 
spontaneously collaborate without necessarily needing central coordination. P2P networks 
promise improved scalability, lower cost of ownership, self-organized and decentralized 
coordination of previously underused or limited resources, greater fault tolerance, and better 
support for building ad hoc networks.  

Nowadays research is going on in the broadcast techniques which are closely related to the 
context of wired networks. Most of them assume that broadcast plays an assistant role, and is 
employed to implement or improve unicast algorithms. For example, in wired networks, 
broadcastings are employed to carry control messages, to discover global network topology 
information used for unicast routing, and so on. In all these research, unicast, not broadcast, is 
the basic and principal method to deliver messages. They all assume that broadcast does not 
occur frequently. This is not the case in a broadcasting peer-to-peer network like the Gnutella 
network. In the Gnutella network, broadcast is the principal method to deliver messages 
between nodes, and it is implemented using flooding protocol, which operates on application 
layer. The dynamic property implies that any routing information collected by traditional 
unicast routing algorithms will be obsolete soon after they are collected, therefore traditional 
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unicast routing algorithms are not suitable in such an environment. Reducing redundant traffic is 
a natural approach to alleviate the high traffic problem without compromising the reachability 
of messages.  

Based on Fred et.al, a cost-weighted graph G is constructed, where weights denote latency 
values on communication links. Transfer the packets from one node to another by using 
flooding operation. The performance of the proposed schemes can be measured by using 
simulator to simulate the whole network on which messages are broadcast utilizing those 
schemes. We measure a scheme’s performance by comparing traffic load and average message 
reachability on the whole network realized under the scheme to that metrics realized under no 
scheme. To generalize our experiments, we adopted several network topologies of different 
sizes including three small world network topologies as well as the Gnutella network topology. 
The small world network topologies are generated based on a lattice in which each node is 
connecting to the nearest three neighbors clockwise. . From the literature of Y Huang, the 
following can be obtained and proved with the help of simulator. 

For each network, we randomly assigned each node a latency parameter to simulate its 
computation power and connection speed. A smaller latency indicates a faster node. Latency 
parameters determine the order in which messages are processed. More specifically, when a 
message is forwarded from one node to another, it will carry a timestamp that is the time when 
the message is forwarded plus the average latency of the two nodes. Namely, the average 
latency of any two connected nodes is considered as the latency on the connection between 
them. For example, node X (with latency LX) forwards a message to node Y (with latency LY) 
at time t, after the message arrives at node Y, its timestamp will be t + (LX +LY)/2. The 
simulator always processes the message that has the smallest timestamp over the whole 
network. A network’s latency assignment keeps unchanged for all experiments on the network. 
In our experiments, only broadcasting messages were simulated, and messages were never 
responded since we focused on how broadcasting affects traffic and how much traffic can be 
saved and how message reachability is impacted when utilizing those schemes. The Gnutella 
network topology was collected and assigned each node a random latency parameter to simulate 
its computation power and connection speed. We measured a scheme’s performance on a run 
using the following two metrics. 

Saved Traffic Ratio (ST) 
The ratio was defined as the number of messages proliferated on the whole network 
under a scheme dividing by the number of messages proliferated on the whole network 
under no scheme. 
Average Reachability (AR) 
We measured a message’s reachability by dividing the number of nodes reached by the 
message under a scheme by the number of nodes reached by the same message under no 
scheme. We averaged all messages’ reachability to obtain the average reachability (AR) 
of a scheme. 

2. PROBABILITY SCHEMES WITH RESULTS 
2.1 UNIFORM PROBABILITY BASED SCHEME (UPBS) 
An instinctive way to reduce traffic is to let nodes forward messages selectively. The selection 
can be done based on a threshold. This scheme adopts a uniform threshold ranging from 0 to 1. 
The value of the threshold determines the probability for a message to be forwarded. More 
specifically, when a node is ready to forward a message to a neighbor, it generates a random 
number between 0 and 1; only if the random number is less than or equal to the threshold, the 
node continues to forward the message to the neighbor. This process is repeated for each 
neighbor. 
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We present the results under this scheme with uniform probability 0.1 and 0.9 in Figure 1 and 
Figure 2. The results for other uniform probability are some kinds of intermediate states 
between these two. Other results show that when the uniform probability increases from 0.1 to 
0.9, the two curves in Figure 1 move towards each other, then cross each other at some middle 
point, finally they reach the positions as shown in Figure 2. As we can see, under this scheme, 
the saved traffic ratio (ST) remains value around P whereas the average reachability (AR) keeps 
value around 1−P when TTL> 2. 

 
Figure 1. Uniform Probability Based Scheme with P = 0.1 

 

Figure 2. Uniform Probability Based Scheme with P = 0.9 

2.2 DROPPED PROBABILITY BASED SCHEME (DPBS) 
The Dropped Probability Based Scheme forwards the messages with probabilities varying with 
neighbors. Each node is having the information about the dropped messages of neighbor nodes. 
Using the count it checks whether a message is forwarded or not. If a node drops a message sent 
from a neighbor, the neighbor must drop the same message sent from the node. Based on the 
observation, the number of dropped messages from a neighbor could be an indicator of whether 
to forward subsequent messages to the neighbor or not. Instead of using the number directly, we 
use the ratio of the number divided by the number of total unique messages received at a node. 
Obviously the ratio ranges from 0 to 1. We call the ratio as the corresponding neighbor’s 
dropped probability. In the DPBS scheme, when a node is ready to forward a message to a 
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neighbor, it generates a random number between 0 and 1; only if the number is greater than the 
neighbor’s dropped probability, the node continues to forward the message to the neighbor.  

The result in Figure 3 shows the average reachability (AR) keeps near 90% regardless of TTL. 
However, the saved traffic ratio (ST) is gradually increasing when TTL grows. Almost 40% 
traffic is saved at TTL=9. Note that the increasing is not unlimited but will stop after TTL goes 
beyond the diameter of the network. 

 
Figure 3. Dropped Probability Based Scheme 

2.3 DROPPED MESSAGE BASED SCHEME (DMBS) 
In this scheme, it is assumed that each message carries its originator’s unique identifier. When a 
node drops a message from a neighbor due to duplicate, it associates the neighbor with the 
message’s originator. Then later on when the node receives other messages from the same 
originator, it will not forward them to the associated neighbor any more. The idea is based on 
the fact that if an early message reached node X the first time without passing through node B, 
then subsequent messages from the same originator will reach node X the first time without 
going through node Y either. This happens when the transmission speed on each connection is 
stable on the network. 

 As described in the DPBS scheme, when a node drops a message from a neighbor due to 
duplicate, it gets to know that the neighbor drops its message too; it implies that the node is not 
on the shortest path from the originator of the dropped message to the neighbor. So the node 
should not send the neighbor messages that are from the same originator as the dropped 
message. Since the topology is dynamically changing, the associations should not be permanent. 
Another concern about this scheme is that there could be too many associations since there-
exists a large number of nodes originating messages in the network. A solution is to keep a 
limited number of associations for each neighbor. The result in Figure 4 shows the average 
reachability (AR) remains around 100%. The saved traffic ration (ST) is increasing when TTL 
grows. Almost 60% traffic is saved at TTL=9.  



������������	
������	
�
��������
�������
�
����������
������	���
���������
��	���
 ��!�
"�#�����
�$!$�

� ���

 
Figure 4. Dropped Message Based Scheme 

2.4 TRIANGLE BASED SCHEME (TBS) 
The triangle based (TBS) scheme is based on observation which follows: Assume node X, Y, 
and Z are pair wise connected therefore they establish a triangle sub network, when one of them 
broadcasts a message, the other two nodes do not need to forward each other the message since 
they can directly obtain the message from the first node. In TBS, each node needs to detect 
triangles in order to avoid redundant forwarding. A node detects triangle sub networks in the 
following way. When a node receives two messages that have three properties: (1) one 
message’s hops value is one, another two; (2) they contain the same message identifier; and (3) 
they come from two different neighbors, then the node can be certain that it has established a 
triangle sub network with the two neighbors. 

 Once a triangle sub network is detected, any two of the three nodes can stop forwarding each 
other messages not only originated from but also passed by the third node. Since the topology is 
dynamically changing therefore a triangle sub network might be broken after detected, the 
detected triangle sub networks should have a limited period of lifetime. The result in Figure 5 
shows the traffic load could be even worse (e.g. when TTL=2, 3) and was not significantly 
reduced under the TBS scheme. The Average Reachability (AR) remains around 100%. 

 
Figure 5. Triangle Based Scheme 
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2.5 BIASED FORWARDING SCHEME (BFS) 
Compared to the UPBS, DPBS and DMBS this scheme works better in saved traffic ratio. But 
Average Reachability could be down to eighty percent. In the Biased Forwarding Scheme, 
nodes always forward messages to neighbors that have equal and lower or equal and higher 
degree if this forwarding is permitted by the flooding rule. The result under in Figure 6 shows 
the Saved Traffic (ST) and Average Reachability (AR) of the BFS. The above said schemes 
results are compared in the basis of Saved Traffic and Average Reachability. Figure 7 compares 
the Saved Traffic (ST), and Figure 8 compares the Average Reachability (AR) of the above said 
schemes.  

 
Figure 6. Biased Forwarding Scheme 

 

Figure 7. Comparison of Saved Traffic 
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Figure 8. Comparison of Average Reachability 

2.6 IMPROVING THE PERFORMANCE  
Using the multi-backup routing, a node makes use of the duplicated copies of a message. When 
the replying messages come to the node, the node will choose and route the messages onto the 
first still-available connection in the same order. Figure 9 has shown how multi-backup routing 
works. Multi-backup routing improves the reliability for replying messages to reach their 
destination nodes. A little cost is that nodes have to record multiple (2 or 3, if there have that 
many) connections for each forwarded message. In Figure 9 (a), node X receives two copies of a 
message from two connections 1 and 2. The one from connection 1 comes earlier than another 
from connection 2, so node X forwards the first copy to node Y whereas drops the second one. 
In Figure 9 (b), node Y responds with a replying message to node X. Node X tries to forward 
the message onto connection 1, but it turns out that connection 1 has been broken, therefore 
node X forwards the message onto connection 2 other than drops the replying message as 
normal.  

 

 

 

 

 

 

Figure 9. Comparison of Average Reachability 

In the distributed file-sharing network, nodes can be from anywhere on the Internet. In many 
cases, nodes from within a private organization reside behind a firewall. They can make 
connection to the outside network, but cannot be connected to by others from outside the 
organization (i.e. outside the firewall). It implies that if a querying node outside the firewall is 
interested in a file offered by an offering node behind a firewall, the querying node possibly 
cannot actively download the file from the offering node, since the download connection cannot 
be established. In this situation, the two nodes can negotiate a push. That is, the querying node 
sends a message Push-Request to an outgoing neighbor of the offering node, in turn, the 
neighbor forwards the message to the offering node, and finally the offering node pushes the file 
to the querying node. Figure 10 depicts the relationship between these three nodes. 
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Figure 10. The Push Function in Firewall Environment 

In Figure 10 node B sits behind a firewall within a private network and a firewall (square line) 
separates it from node A and node N. The solid line indicates the connection initiated by node B 
to its (outgoing) neighbor node N. When querying, node A requests node B to push a file, it 
creates a temporary connection and sends push-request to node N; in turn, node N forwards the 
request through the solid connection to node B; then node B creates an HTTP connection 
(dashed line) to node A and pushes over the file. In this case, neither node A nor node N can 
make connection to node B while node B can make connection to both of them. The 
performance can be improved by using the multi-backup routing and push method shown in the 
Figure 11 and 12 respectively. 

 
 

Figure 11. Comparison of Saved Traffic with Multi-backup and Push 
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Figure 12. Comparison of Average Reachability with Multi-backup and Push 

3. CONCLUSION  
Here, we have shown the effect of broadcast on peer-to-peer networks, especially the effect on 
the Gnutella network. We have analyzed and addressed the traffic problem caused by broadcast 
on the Gnutella network and gave the solution using proposed five schemes to alleviate the 
traffic problem. And also we presented a multi-backup routing strategy to improve the reliability 
for replying messages to be routed back to corresponding requesting nodes by making use of 
duplicate messages. Using the multi-backup and push method, the traffic can be reduced. In 
future, we have to analyze how to reduce the duplication in the neighboring nodes using the 
feasible algorithm and methodology.  
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