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Abstract 

Object Detection is a  visionary technique wrt computer in locating or identifying the 

existence of objects present in images and videos. This technology in Artificial Intelligence 

helps the computer for visualisation and identification. An image consists of various objects 

and each application focusses on specific objects for example face detection application for 

face finding and a control system created for traffic focusses the vehicles. It can also be used 

in capturing the item of notice and thus it improves the time of execution. It involves image 

classification and object localization and can be attained by applying either ML or DL such 

as Viola Jones face detector, AlexNet etc. It has a lot of applications to fit in, it is used in 

autonomous driving, agriculture field, crowd counting , healthcare sector and so on. This 

paper focuses on the complete understanding of Object detection models, areas of 

applications and challenges. 
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1. Introduction 

Object detection majorly could be utilized for autonomous driving (Chen et al., 2017), face 

recognition (Yang and Nevatia, 2016), image classification (Jia et al., 2014; Krizhevsky et 

al., 2021), and behavior analysis of humans (Cao et al., 2017). Identifying objects in the 

image through an object identification algorithm focuses upon image resolution with 

classifier as the primary technique in NN models namely ResNet-50, InceptionNet, VGGNet-

16, AlexNet, and other models along with face detection and the feature extraction algorithms 

(Abdulrazzaq and Dino, 2020). The object detection algorithms such as KNN, MultiLayer 

Perceptron, Naïve Bayes, Linear Regression, Random Forest, Support Vector Machine, 
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decision tree, and others are most commonly utilized by researchers for higher accuracy in 

ANN (artificial NN), CNN, DNN and other machine learning (ML) based models. 

2. Object Detection 

The study by Kumar et al., (2017) focused exclusively on object recognition and 

identification/ detection model, in images. Authors argued, in image recognition and 

detection, the object detecting algorithm-based models purely rely upon pattern recognition, 

learning, and matching procedures through feature-based or appearance-based methods. 

Image intensity, brightness, number (single or multiple) of objects, color, size, pixels, 

contrast, and other features are extracted from input images and are later resized (pre-

processed) according to the researcher’s model adaptation.  

Authors Deng et al., (2020) studied multiple object identification in deep learning models that 

uses two-stage image recognition algorithms. The authors Jadhav et al., (2020) found 

differences between the customary and contemporary deep learning models. According to 

both studies, the obtained findings by Deng et al., traditional detection models include a few 

stages such as feature extraction, feature classification, window sliding, pre-processing, 

feature selection, and post-processing. They classified one-stage and two-stage algorithms in 

object detection. Authors categorized models like SPP-Net (spatial pyramid pooling) by He 

in 2015, R-CNN (regions with CNN) by Girshick in 2014, Faster-RCNN by Ren, and Fast-

RCNN by Girshick (2015) as one-stage algorithms. Similarly, models such as Yolo-v1 by 

Redmon in 2016,2017 and 2018 , SSD (single shot detector) by Liu in 2016, and Yolo-v4 by 

Bochkovskiy in 2020 are classified as two-stage algorithms. The first stage (single-stage) 

relies on region proposal whereas the second stage (two-stage) relies on regression. Thus they 

concluded rather than adopting single-stage algorithms two-stage is efficient; however, it 

lacks in multi-category detection of objects, and thus when developing multi-objects 

detection models the single-stage is efficient and rapid for dependence datasets. 

3. Object Detection Methods 

The methods involved in the detection of object includes ML and DL. In ML the features has 

to be definite with the usage of any of the available methods and then using other techniques 

to do classification. But in Deep learning technique , the entire recognition method does not 

require the features that do classification. 
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a)Machine Learning based object detection 

Machine learning refers in making the machines to think like humans. It is the process of 

usage of algorithms in anlyzing ,learning and determining things based on the given data.  It 

uses image-based feature extraction technique to extract the feature(Fig 1a). The various 

machine learning techniques/methods are as follows: 

1. Viola Jones face detector 

2. Histogram of Oriented Gradients(HOG) features 

3. Scale Invariant Feature Transform(SIFT) 

 

 Viola Jones face detector 

The face detection algorithm which provided satisfactory outcomes. The face structures were 

hardcoded and the classifier was trained accordingly which could use to detect faces. It 

involves the combination of AdaBoost algorithm, feature assortment and calculation tools. At 

the time of analyzing videos with moving objects, it is unnecessary to apply detection to 

every frame. KLT algorithm a variant of tracking algorithm helps in identifying of finding 

bounding boxes and following amongst edges.  

Object Identification using KLT  

Detector1= vision.CascadeObjectDetector 

Detector1= vision.CascadeObjectDetector(model) 

Detector1 = vision.CascadeObjectDetector(XMLFILE) 

Detector1 = vision.CascadeObjectDetector(Name,Value) 

 

                                       Figure 1: a. Machine Learning based Entity Recognition 

 Histogram of Oriented Gradients(HOG) 

The distribution of intensity gradients can be used to describe the appearance and shape of 

the object within an image. The given image is divided into cells which are connected 

regions. Each detector window has a descriptor, which serves as information during image 
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recognition. Descriptor helps in training and testing of classifiers. The ML approach to object 

detection is similar to that of form frameworks, measure invariant change forms and 

advantage alignment histograms. Histogram of Oriented Gradients is implemented using 5 

steps- the calculation of ramp, orientation binning, computation of descriptor blocks, wedge 

regularization and object acknowledgment.  

 

                                          Figure 2: b. Histogram of Oriented Gradients 

This method uses hand coded features that resulted in the failure with more noise and 

distractions in the background in the event of generalized setting(Figure 2 b). 

 Scale Invariant Feature Transform 

SIFT algorithm is mostly used to detect and also to describe the local features in images. It is 

widely used in images. It can be used in image stitching, navigation , robotic mapping, object 

recognition, gesture recognition, 3D modeling and video tracking. The processes comprises 

of Difference of Gaussians(DoG)Space Generation, key points detection and feature 

description.  

b) Deep Learning Based Object Detection 

Deep learning works based on the neurons and its working present in our brain. Neural 

networks are cast-off in deep learning methods to achieve the result.       

It is based on CNN, which utilizes the multi-layer neural networks for recognizing the visual 

patterns for the image(Figure 2). 

 

Figure 3: Deep learning base Object Detection 
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The frequently used DL models for edge recognition includes  

 R-CNN model family: The Region based CNN are of three types R-CNN, Fast R-CNN, 

Faster R-CNN.       

 YOLO model family: You Look Only Once acronym for YOLO, its types are YOLOv1, 

YOLOv2, YOLOv3. 

The Steps involved in object detection 

Step 1: Input is either the visual taken from image or video. 

Step 2: The input is divided into sections or regions. 

Step 3: Work with each section individually 

Step 4: Classify into classes by passing into CNN 

Step 5: Once the classification is over, the individual images can be combined and generate 

the original input image. 

1. AlexNet 

CNN has become standard for image classification next to kriszhevsky’s CNN’s 

performance during ImageNet. 

 

Figure 4: AlexNet 

R-CNN  

The R-CNN works by dividing the pictorial into chunks and focuses on the parts having 

sophisticated possibility of an object , whereas the YOLO focus on the whole image and 

identifies the bounding boxes after which it calculates the class probabilities for labelling 

the boxes.  

 R-CNN Fast-RCNN Faster-RCNN 

Trial period for each image 50 sec 2 sec 0.2 sec 

Speediness 1x 25x 250x 

Table 1: Comparison of R-CNN, Fast-RCNN, Faster-RCNN 
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You Only Look Once(YOLO) 

It foresees the leaping boxes and session responsibilities in a single evaluation . They 

reframe the entity recognition similar to single regression problem. It has come with 

various versions for example YOLO V1, V2 V3 . YOLO V3 is the best of all three 

versions. 

 

Figure 4: YOLO 

Working of Object Detection 

If the image is provided as input to CNN,  the way in which we classify the class based on the 

image is known as image classification. The image classification(Fig 4) possesses a 

regression task which can predict the object’s position with the help of bounding box(Fig 6). 

 

Figure 5: Image Classification 

 

                                   Figure 6: Object Detection along with Bounding box 
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4. Applications of object detection models 

Authors Sunil and Gagandeep (2019), examined digital images  based implementation of 

detection models. They affirmed that feature extraction (color, optical flow, edges, and 

gradient histograms) plays a vital and eminent role in object detection. Though recognition 

models have gained popularity, the application of models has a certain level of challenges 

like object rotation, lighting/ clarity, positioning, scaling method, mirroring, and occlusion 

condition hinders accuracy and precision of models in recognizing and identifying objects. 

 A   study by Pathak et al., (2018) focused on and scrutinized the applications of DL-based 

entity recognition fashionable CNN models. They structured the features and interface 

according to deep learning models. Python was found to be a more efficient interface and 

used in major models, where Caffe, Microsoft-Cognitive Toolkit (CNTK), Theano, Keras, 

Tensorflow, MXnet, Chainer, Neon, Apache Singa, and Deeplearning4j are commonly used 

frameworks. However, the authors found that the presentation of each DL model varies in 

entity recognition and thus affects the outcome. Hence it was evidently concluded that 

utilizing the appropriate number of datasets could enhance the accuracy. 

5. Challenges in object detection models 

Authors Tiwari and Singhai, (2017) also had specified that feature selection is a crucial phase 

in object detection and application of the model. However, they also reviewed and explored 

other techniques and processes involved in the detection model. They found temporal 

differentiating, optical flow, and subtraction of background (selected frame subtracted from 

the background frame, pixel functioning in Gaussian probability, multimodal distribution, 

and test frame and median frame subtraction) as significant phases that are perceived as 

challenges.  

6. Conclusion 

Contrarily, the authors insisted that prior to developing a model, the choice of tracking 

method is also significant. Tracking techniques vary for a model and the accuracy rate is 

affected when the computational cost is lesser. Finally, the study concluded that the higher 

the accuracy rate, the higher the computational complexity becomes. Statistical techniques, 

sequential differencing, circumstantial reduction and visual movement are the major 

contributors in object recognition models, where the developer should consider the challenges 

of darker shadows, illumination changes, and object occlusion. 
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