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Abstract  

Objective: To analysis different techniques and approaches for sentiment analysis to know the user opinion about a 
product or event or service that helps to improve an organization.  
Findings: In an emerging network every company wants to know users opinion about their product or service. Each 
and every user has different views about the product or service and their views are expressed through reviews. The 
analysis of such opinion from different users plays an important role in the growth of a company. The opinions are 
expressed through reviews in the natural language. Sentiment analysis is a process used to identify emotions, 
opinions and evaluations and it also predict the orientation of sentiment whether the sentiment is positive, neutral 
or negative opinion based on the words or sentences expressed in the reviews. Sentiment analysis is otherwise called 
as opinion mining. In this paper various techniques and approaches for sentiment analysis are analysed and finally 
compared their effectiveness through parameters like accuracy, precision, recall and F-measure values.  
Results: In this paper various techniques for sentiment analysis techniques are compared through parameters to 
prove unsupervised approach at aspect level for sentiment analysis is better than other techniques.  
Application/Improvements: The finding of this work shows that unsupervised approach at aspect level for sentiment 
analysis is better than other techniques.  
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1. Introduction 

In modern days, sentiment analysis plays a significant role during decision making to determine the success of a 
product or event. Most of all users analyzed reviews in World Wide Web before purchasing a product or taking a 
service. But mining user’s opinion or sentiments is a tedious process because it needs a deep knowledge about 
regular and irregular, syntactical and semantic language, and explicit and implicit rules of natural language. 
Sentiment analysis is a study of people’s emotions, appraisals, opinion, judgement and attitudes about target entities 
and their views are expressed in text. 

For semantic analysis various methods are available. Some of sentiment analysis methods are document 
sentence classification, sentence sentiment classification, aspect sentiment classification, comparative sentences, 
supervised Learning approach vsLexicon-Based Approach and Aspect and Entity Extraction [1].The aspect based 
sentiment analysis is one of the sentiment analysis method that analysis the text reviews in more in depth way it also 
explains the orientation of sentiments. In the aspect based sentiment analysis, dependency parsing is used for 
separating aspects and polar expressions, and then makes use of a lexicon-based sentiment classifier to classify the 
opinion of each aspect.  

The main aim of sentiment analysis [2] is to increase the customer relationship through the positive or negative 
feedback. Nowadays most of the organizations used sentiment analysis as a component to improve the marketing 
strategies by viewing and predicting opinions of people about their products [3]. Thus the sentiment analysis 
occupies major part in the growth of organization. There are various supervised approaches were developed for 
sentiment analysis. This paper describes different techniques and approaches for sentiment analysis and finally their 
effectiveness are compared through the parameters like accuracy, precision, recall and F-measure.  

In [4] proposed an automatic sentiment analysis of movie reviews. A movie review consists of positive reviews 
and negative reviews. Sentiment orientation defines the positive reviews versus negative reviews of movie. In the 
proposed technique, analysis both the sentiment strength and sentiment orientation of movie reviews. It can be 
done through movie review documentation, in that each sentence conveys the different sentiment in different 
aspects of a movie. This approach analysis the user sentiments at clause level of document. The sentiment of a clause 
was computed with the help of prior sentiment scores allocated to individual words in the review documentation  
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most of prior sentiment scores are derived from SentiWordNet. Finally the output sentiment scores were utilized to 
determine the most positive and negative clauses with respect to a particular movie aspect. This approach failed to 
analysis the sentiment across different genres. 

In [5] analysed the efficiency of multi aspect rating prediction and multi aspect sentence labelling and proposed a 
new approach for sentence labelling called weakly supervised approach which used only the seed words for multi 
aspect sentiment analysis.  Thus the proposed approach utilized the minimum amount of prior knowledge for 
sentence labelling which encourage association between aspects and topics. Moreover this approach process well 
than a supervised approach. Then in the multi aspect rating prediction process based on two settings one is initially 
aspect ratings are unavailable and find the ratings with the help of multi label sentence labelling. Another one is 
ratings is predicted by gold standard aspect ratings. In this different topic models are tested like Latent Dirichlet 
Allocation (LDA), Segmented Topic Models, Local LDA and Multi Grain LDA.  

In [6] proposed a solution for fine grained problem of aspect-oriented opinion mining at the sentence level based 
on Conditional Random Models (CRF) with the combination of various set of models. It is also called as hierarchical 
multi label model because it culminates powerful CRF models. The proposed scheme produced the overall opinion 
described in the review. Moreover in each sentence of review document a set of aspect-specific opinions was 
described. The traditional models like linear-chain model, Independent Multi-Label model and Chain Multi-Label 
were adapted to include overall rating variable in a hierarchical model structure through the two factors are overall 
opinion factor and pair wise factor and adding shared product with these models new models are Linear-Chain 
Overall, Independent Multi-Label Overall and Chain Multi-Label Overall models will be generated. Thus the multi 
label CRF models were generated for sentiment analysis at sentence level.  

In [7] proposed a baseline model based on supervised machine learning approaches for the aspect level 
sentiment analysis for Czech restaurants. The main aim of the proposed model is to create aspect level sentiment 
documents by collecting the reviews of the restaurant in Czech from the users. The documents are explained by the 
two terms are aspect categories and aspect terms. The main problem of sentiment analysis in Czechis not having a 
sufficient amount of annotated data. In order to overcome this issue developed a high quality gold data and used the 
supervised learning approaches for aspect level term detection, aspect term polarity term classification, aspect 
category assigning and aspect category polarity classification.   

In [8] proposed an efficient feature selection method for sentiment analysis of Turkish called Query Expansion 
Ranking (QER). The proposed method selects the most significant features through ranking scores which are relayed 
to probabilistic ranking model. The ranking score is utilized in query expansion technique which finds out the most 
valuable terms in the review documentation. Then the subset of features is used for classification of sentiment 
analysis of Turkish.  

In [9] introduced a set of heuristics approaches to analysis the sentiments of the user. In this approach utilized 
open sources tools and dictionary resources for the sentiment analysis. The tools used for sentiment analysis is 
RIOTScan, SentiStrength and Sentiment.vivekn.com and heuristic are find the effectiveness of dictionaries, estimates 
the sentiments for every sentence in the user views and combine them to get an overall sentiment and test review 
documents by observing each word in the document and comparing them with probability model are applied for 
sentiment analysis.  

In [10]utilized the data mining techniques like text mining, data classification for the sentiment analysis of English 
Tweets.  In this paper, the twitter is used for the source of data where the data are collected and transform natural 
language form of data into useful form through the text mining techniques such as stemming, tokenization. The 
useful form of data is given as input to the sentiment classifier to determine the sentiments of twitter news such as 
happy, neutral or sad sentiments with the help of RapidMiner tool.  For the classification of sentiment analysis Naïve 
Bayes and K nearest neighbor were used. 

In [11] presented data mining classifiers for sentiment analysis of twitter data. in this paper different classifiers 
like Bays Net, K Nearest Neighbor, naïve bayes and Random Forest are used to analysis the sentiments of particular 
product or of people or an event.  Then the performance of individual classifier was compared with the ensemble of 
classifiers. From the analysis of different classifiers it was understood that K nearest neighbor classifier performs 
better than the other classifiers for sentiment analysis of twitter data.  

In [12] proposed an unsupervised approach for aspect level sentiment analysis based on Growing Hierarchical 
Self-Organizing Maps. The sentence in the review documents were classified with the help of Growing Hierarchical 
Self-organizing Maps. It classifies the sentence whether it defines the positive sentiment or negative sentiment along 
with the sentiments. From this approach, the opinion polarity in review documents was determined about the 
different aspects of the target object.   
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In [13] presented an unsupervised approach at aspect level for sentiment analysis. The main goal of this 
approach is to determine the aspects of target entities in the review and the sentiments involved in each aspects. 
Moreover a lexicon-based method was used to integrate different linguistic resources which improve the 
classification accuracy of sentiment analysis. It carried over by three steps are extraction of aspects, determination of 
words used for these aspects and find the level of intensity of the sentiments.   

2. Comparison of different sentiment analysis technique 

Ref no. Title Parameters used 
[4] Aspect-based sentiment analysis of movie reviews on 

discussion boards 
Accuracy  
Sentence level = 82.30 
Clause level = 75.13 
F-score 
Sentence level = 83.06 
Clause level = 75.00 

[5] Multi-aspect Sentiment Analysis with Topic Models Accuracy 
LDA = 0.4777 
MG-LDA = 0.760 
STM = 0.794 
Local LDA = 0.803 
SVM = 0.830 

[6] Hierarchical Multi-label Conditional Random Fieldsfor 
Aspect-Oriented Opinion Mining 

𝐹1𝑚𝑒𝑎𝑠𝑢𝑟𝑒 
LCO = .515 
IMLO = .513 
CMLO = .531 
Macro averaged mean absolute error 
LCO = .482 
IMLO = .473 
CMLO = .499 

[7] Aspect-Level Sentiment Analysis in Czech Accuracy = 66.61% 
F measure = 74.02% 

[8] A New Feature Selection Method for Sentiment 
Analysis of Turkish Reviews 

F measure  
Document frequency difference = 0.9093 
QER = 0.9157 

[9] Using Freeware Resources to Analyse Sentiments in 
Social Media 

Correctly prediction percentage  
LexiCoder Sentiment Dictionary Scheme = 84 
(+ve), 38(-ve) 
Sentistrength = 72 (+ve), 65 (-ve) 
Sentiment.vivekn.com = 64 (+ve), 61(-ve) 

[10] Sentiment Analysis of English Tweets Using RapidMiner F measure 
True sad = 80 
True happy = 64.52 
True sad = 65.51 

[11] Sentiments Analysis Of Twitter Data Using Data Mining Accuracy  
KNN = 96.6398% 
RandomForest= 65.6681% 
BaysNet = 48.9579% 
NaivBays = 60.3159% 

[12] Unsupervised Aspect Level Sentiment Analysis Using 
Self-organizing Maps 

Accuracy  
flat, categ = 61.57 
flat, centr = 59.5 
TFIDF, centr = 43.25 
TFIDF, categ = 54.02 

[13] Combining resources to improve unsupervised 
sentiment analysis at aspect-level 

Precision = 0.712 
Recall = 0.934 
𝐹1𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 0.808 
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3. Conclusion 

There were different approaches developed for the aspect based sentiment analysis which are effectively predict 
the people opinion or their sentiments through their reviews and sentiment orientation was found through the 
aspect based sentiment analysis. Among the different approaches, unsupervised approach at aspect level for 
sentiment analysis predicts the sentiments of people more effectively than the other approaches.  
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