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Abstract 

In the field of healthcare, patient inputs either go explicit or inherently implicit. Since the implicit are of 
buried patterns they need to be explored for proper diagnosis and identification. The elementary and aggregate 
forms of documented data are the key to open mines to mine hidden information.  Diabetes mellitus disease (DMD) 
is a metabolic disorder affecting more people nowadays and hence the level of incidence increases exponential.  
Medical practitioners are now keen to use data mining techniques for such victims. Applying heuristics on patient 
records have proved to be worthwhile and valuable in predicting Diabetes. This paper parameterizes patient’s 
pathological inputs for Diabetes mining. Important techniques such Rule mining and Decision trees are applied here 
for finding hidden knowledge. 
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1. Introduction 

Data mining of databases nowadays has become a dependable mechanism to predict decisions including 
diseases like heart attack, diabetic mellitus and other complicated ailments [1]. Statistical analysis of attribute 
oriented data and mining associative logic rules from a larger data are the classical approaches to data mining. This 
paper mainly focuses on Diabetic disease prediction using data classification. The outcomes of these are discrete and 
categorical and hence build models in the form of IF…THEN rules. Decision tree is yet another model in which a tree 
node denotes a test on parametric attributes and the leaves can model classes. Cluster analysis deals with data 
objects without a consultative (known) class label and thus contributes to unsupervised learning.   
 
2. The Background  

A simple diabetes disease prediction engine is devised here using attribute analysis of augmented patient 
data taken from susceptible and people prone to have diabetes disorder. Two different data sets are used here and 
identified compatible for diabetes data mining application. Data Classification method leads to some logical 
inferences in the form of IF…THEN rules and are enlisted as results of data analysis and mining of sample data as 
found in Table-1. Decision tree is also being built on another sample data set as found in Table-2.  All these would 
contribute immensely useful in identifying Diabetes. 
 
 

3. Material and Methods  

3.1. Data Preprocessing 
 

Data mining approaches require data to be preprocessed for removing noise, finding missing values and to 
identify incomplete and inconsistent data not to have crept in. Methods like normalization, eliminating data 
redundancy and clustering are immensely helpful. Also other methods such as cleaning, filtering and binning ensure 
for appropriate outcome by data mining. The method of hierarchical clustering using value hierarchy is used for data 
preprocessing here. Clustering algorithm partitions data into classes or groups called clusters. K-means algorithm is 
familiar in this context. It is nothing more than an iterative refinement method which initially identifies K clusters on 
N objects (K <= N) and places every object in any of K clusters and improves partitioning by moving objects from one 
group to other iteratively until some conditions are met.  
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3.2. Predictive data mining 
 

Predictive data mining builds a data model from existing data to predict the behavior of new data set values 
[2]. Association Rule mining is the classical example for this.  Data analysis of sample data set of Table-1 produces 
several inference rules (IF…THEN rules) to predict diabetic disease are shown here due to the process of mining 
frequent itemsets. 

   
            

Table 1. Attributes for DMD prediction 

Age (in yrs) 

Sex (M / F) 

Mass (in kg) 

Height (in cm) 

Blood Glucose Level (in mg / dL) 

Fasting (FBGL) 

Random(RBGL) 

Post-Prandial(PBGL) 

Level of Obesity (in BMI), Body Mass Index 

 

 
3.3. Mining Frequent Itemsets 

 
Association Rule mining is a concept which portrays futuristic prediction of hidden patterns from a large 

transactional database and hence applied to medical data analysis [3]. An association rule inducted from an 
transaction T ⊆X  , the m-itemset X = {i1, i2, i3,…,im} and D is the sample space of all transactions of the form T. 
Association Rule Mining is based on inference logic and inference calculus. 

 
Association Rule Mining 

 
 
 
 
 
 
 
 
 Association rules derived thus far which satisfy both minimum support and minimum confidence levels are 

said to be strong rules. An itemset with k items is a k-itemset. For instance the set {Man, Diabetes} is a 2-itemset. The 
‘occurrence frequency’ otherwise regarded to be the ‘support count’ of an itemset is the number of transactions that 
contains the given itemset. An itemset complies to minimum support when the occurrence frequency of the itemset 
is grater than or equal to the product of minimum support and total number of transactions in D. If an itemset 
satisfies minimum support count, then it is a frequent itemset. The set of frequent k-itemsets is commonly denoted 
by Lk 

 
 

 

A => B means that if (A) then (B) where  A,B  ⊆X  and A ∩ B = Ø,  

 Here the transaction A => B holds D with support ‘ s ’ v.i.z., the support (A => 
B ) =  the percentile AUB in D,  i.e P(AUB)  

Also the rule A => B holds D with confidence ‘c’ v.i.z., the confidence (A => B ) 
=  the percentile  A that also contains B in D,  i.e  P (B|A) 
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The algorithm of Association rule mining has two steps: 

1. Finding all frequent itemsets 

2. Generating strong association rules from the frequent itemsets 
 

The overall performance of this algorithm lies in the first step i.e identifying possible frequent itemsets. 
Sample results of this approach are enlisted here below: 

 
 

Example 1:   If_then_rule induced in the diagnosis of DMD 

 
 

   
   
 
 
 
 
 
 
 

Example 2:   If_then_rule induced in the diagnosis of DMD 

 
 

   
   
 
 
 
 
 
 

Example 3:   If_then_rule induced in the diagnosis of DMD 

 
 

   
   
 
 
 

Example 4:   If_then_rule induced in the diagnosis of DMD 

 
 

 

  
 
 
 
 
 
 
 
 

IF Sex = MALE AND Age >= 30 AND 

 Mass >=(Height – 100)  

AND (Fbgl >=100 OR Rbgl >=130 OR Pbgl >=155) 

AND Bmi >=27 

THEN Diagnosis = Incidence of DMD 

 

IF Sex = FEMALE AND Pregnant AND Age >= 20 

AND (Fbgl >=120 OR Rbgl >=150 OR Pbgl >=175) 

THEN  

Diagnosis = Incidence of DMD in GESTATIONAL period 

 

IF Age = <45 AND Overweight = “no” AND Alcohol Intake = 
“never” THEN 

Incidence level of DMD is low 

 

 

IF Age = >70 and Blood pressure = “High”  AND  

Smoking = “current” THEN 

Incidence level of DMD is high 
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3.4. Decision Trees  

 
A decision tree is a tree in which each branch node represents a choice between a number of alternatives, 

and each leaf node represents a decision. Decision trees are commonly used under classification for the purpose of 
decision making and knowledge representation [4]. Decision tree starts with a root node on which it is for users to 
take further traversal actions. From this node, users split each node recursively according to decision tree learning 
algorithm of choice.   
 
  Decision tree generation consists of two phases, tree construction and tree pruning which identifies and 

removes noisy branches or outliers. A decision tree traversal always halts with a decision. Decision tree classification 

can be best used to mine Diabetes data [5]. The decision tree shown in Fig.1 is built from the very small training set 

as available in Table-2 with each row corresponding to a patient record instance. 

Table 2. Data set used to build decision tree of Fig.1 

Age Gender Glycated HG 

(HbA1c) level 

Disease 

(Goal) 

25 Male Medium yes 

32 Male High yes 

24 Female Medium yes 

44 Female High yes 

30 Female Low no 

21 Male Low no 

18 Female Low no 

34 Male Medium no 

55 Male Medium no 

 
Training data: HbA1c = low when <= 5.5: medium when > 5.5 & < = 7: high when > 7 

 

                              Figure 1. A decision tree built form data in Table 2 

 

        

  

 The data entity set contains three predictor attributes Age, Gender and Glycated Hemoglobin (HbA1C) level 
and one goal attribute, namely disease control value which indicates whether the corresponding patient DMD victim 
or not [6]. Decision tree technique can even classify an unknown class data. As an example, the data instance of the 
tuple (Age=27, Gender=male, HbA1C = medium, Goal =?) where “?” denotes the unknown value of the goal instance. 
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4. Conclusion 
 

Medical related data is always huge and complex in nature as is derived from a variety of causes and rooting factors. In 

this paper, diabetes disease prediction system was developed using classification methods to predict the level of incidence of 

Diabetes disease accurately. The rules inducted using these approaches have the potential to devise an expert system for making 

better clinical decisions. In a thickly populated country with scarce resources such as India, public awareness can also be 

achieved through the effective knowledge dissemination and management. 
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