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Abstract  

Objectives: To achieve the accuracy of clustering performances higher and to optimize the scalable approaches. 
Methods: Constrained spectral clustering and optimization algorithms are used to analyze and evaluate the large 
dataset. It is used to produce quality of clustering results.  
Findings: The proposed method achieves high performance in terms of precision, recall and accuracy. 
Application/Improvements: The proposed system is done by using optimization algorithm and pairwise constraints 
concepts. The optimization algorithm is used to increase the clustering accuracy and produce more optimal 
performances. 
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1. Introduction 

Data mining is the process of extracting the important information from the large repository. Nowadays, data in 
an extensive diversity of fields tend to huge scales. In several conventional learning based data mining techniques, 
this is major issue to effectively extract information from the speedy rising data. It is such as information systems, 
images and even videos. To avoid the above mentioned issue, it is prominent to progress scalable learning 
approaches. Clustering is used to collect similar kinds of unlabeled data in one group and dissimilar data into another 
group separately. Similarity between data is calculated through, for instance Euclidean distance. Clustering is used to 
optimize an objective function repeatedly to create the clusters within a dataset [1].  

There are several types of clustering techniques recommended in the data mining applications. The clustering is 
categorized into two major types such as hierarchical clustering and partitional clustering. Constrained clustering is a 
significant field in the machine learning applications to handle the scalable approaches [2] [3]. New algorithms are 
focused on the improvements of clustering accuracy in terms of encoding side information into unsupervised 
algorithms. Kiri Wagstaff and Claire Cardie [4] introduced instance level clustering constraints for grouping identical 
example collectively and maintain different example separately. This is used to discover the comparative effects of 
every type of constraint and also determine that the type to supply for improving the clustering algorithm precision 
values without constraints.  

In [5], the constrained k-means clustering algorithm is suggested to progress the clustering similarity as well as 
clustering performance in higher. This method is generally used to partition the data set into k groups and selects 
only the best constraints. However it has issue with time complexity in this scenario. In [6], the distance metric 
knowledge approaches are recommended for increasing clustering accuracy significantly. The distance metrics are 
calculated based on the relationships among instances.  The metrics are computed until good clusters are discovered. 
However it has problem with huge dimensional dataset.  

In [7] the method suggested named as hidden markov casual fields which produce a principled structure to 
include management into model based clustering. The prototype creates and joints constraints as well as Euclidean 
distance model then permits the usage of a wide range of cluster measurements. However still it has issue with 
providing distance more accurately in few cases. In [8] the author discussed Gaussian mixture model along with 
constraints concepts. The equivalence constraints are described on pairs of data points, identifying the points occur 
from positive constraints which means similar source or from negative constraints which implies dissimilar source. 
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In [9] semi supervised graph clustering methods are introduced to develop the pairwise constraints along with 
kernel approach. This algorithm is motivated to enhance the quality of clustering results by using restricted 
supervision. The kernel approach is used to allow clusters with non linear restrictions in the input data space. 
However it has issue with inaccurate results in some cases. In [10] the methods and algorithms are recommended to 
produce optimized results in the clustering scenario. The algorithm is named as semi supervised algorithm which is 
used for handling both the labeled data and unlabeled data efficiently. The technique is call as maximum margin 
clustering method which is used for extending the maximum margin structure in the supervised approach. This 
scenario is also introduced pairwise constraints which are motivated to progress the performance of maximum 
margin algorithm. However it has issue with selection of numerous clusters is a critical problem. 

In [11] the technique is introduced named as spectral clustering approach along with pairwise constraints. This 
scenario is used to indicate the two objects are belonging to similar cluster or not. Unlike preceding techniques that 
change the similarity matrix along with pairwise constraints. We can adjust the spectral clustering towards a model 
embedding as reliable along with the pairwise constrictions probable. This approach directs to a small semi specific 
program whose complexity is autonomous of the number of pairwise constraints, creating it scalable to huge scale 
problems. Hence it is suitable for multi class problems and handle with must link as well as cannot link constraints to 
propagate pairwise constraints more effectively. However it has issue with large scale problems still in a few cases.  

In [12] the author suggested huge scale spectral clustering for many popular clustering applications.  In preceding 
research, many of the algorithms are failed to provide the solutions for time complexity issues. In this scenario, 
landmark based spectral clustering is introduced which is focused on the effectiveness and efficiency of clustering. In 
particular, we have to choose the illustration points as the landmark and illustrate the real data points as linear 
combinations of these landmarks.  

2. Materials and Methods  

2.1. Constrained normalized cuts 

 Consider a vector dataset X=       
  where       and a constraint set {                          if the 

patterns of    and     are similar and             ) otherwise, the aim of the partition X into k clusters biased by the 

constraint set. Let W be the similarity matrix over X where     represents the similarity between instances    and   . 

Let D be the degree matrix over X which is a diagonal matrix with elements    =     . Let                  be 

the normalized graph Laplacian where I denotes the identity matrix. Let Q denote the constraint matrix where    =1 

expresses             and    =   expresses            ) and    =0 expresses no available side information. Let 

               be the normalized constraint matrix. The constrained normalized cuts can be rewritten as  

      
    

 

   
 

 

  
  
    

                                             (1) 

Here the parameter   controls what degree the input side information is respected. The problem is NP hard and the 
feasible way is to allow v to take any real values. It requires memory cost as well as time cost in this scenario. 

2.2. Sparse coding based graph construction 
Graph construction amounts to computing a similarity matrix. In this scenario, the sparse coding based graph 

construction. For the specified dataset X, of the form d by n matrix, X, sparse coding aims to find a pair of matrices, 

U                 such that UZ could best approximate X where   s columns represent the desired base 
vectors and   s columns represent sparse coefficient vectors has few non zero components. The cost function to be 
minimized is 
 

f(U, Z) =          
          (2) 

 
Unfortunately, it is costly to precisely solve for    and   . To estimate each column vector of Z according to  
  

    
         

                  
                                             (3) 
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Where   denotes the bandwidth of Gaussian kernel   (.,.) and          means that the base vector    is among the 
r nearest base (rNB) vector of instances   . The sparseness of the matrix Z is controlled by the parameter r. After 

obtained Z, one can construct two forms of graph matrices. G =     and S=Z  . Choose                     
     .  We can obtain the normalized graph matrices and it is easy to check that the normalized graph Laplacian over 

X is (1-  ). 

2.3. Scalable constrained normalized cuts 

In this scenario, we consider    be the similarity matrix over X. The relaxed constrained normalized cuts problem 
can be formulated as  

                                                      (4) 

Where L=1-   is the normalized graph Laplacian 
Generalized eigen value is represented as  

Lv=                                                                                        (5) 

Where   is a lower bound of    The time cost for solving this problem is O(  ), infeasible for handling the large 
datasets. We can refine the above mentioned problem as following method. 
Now we consider  
 

                                                       (6) 
 
Here, 
 

A=                                                                                        (7) 
 
It is used to efficiently recover the solution by using above mentioned procedure. 

2.4. Scalable constrained spectral clustering 

1. Consider the input as dataset X       the base vector number p, the n-by-n constraint matrix Q,   and cluster 
number k 

2. Select p vector data among the input dataset at random, and stack them in the columns of matrix U     . 

3. Compute Z      using equation 3 and then compute 
 

4. Compute          and           
 

5. Find the largest eigen value                        eigen system    =      
 
6. If                 

     otherwise find all the eigen vectors {  } by solving generalized eigen system. 

7. Find among {  } the eigen vectors     
  associated with positive eigen values 

8. Normalize each         
  by multiplying a factor  

 

  
    

. 

9. Remove the eigen vectors from     
  that are not orthogonal to the vector       
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10. Find among     
  the m eigen vectors that lead to the smallest values of   

     
 

11. Compute                   
 

12. Normalize     ’s rows to have unit length, then feed it to the k-means algorithm. 
 
13. Output: the grouping indicator 
 

This scenario algorithm indicates a binary constrained spectral clustering problem where the solution vector    
plays the role of grouping indicator. Without loss of generality, here we directly derive an algorithm for k-class 
problems (k 2). We call the algorithm scalable constrained spectral clustering and list 13 steps in Algorithm 1. 

Several key steps are interpreted as follows: (1) Step 7 aims to satisfy the condition   > 0; (2) Step 8 aims to scale 
each eigenvectors for satisfying the condition of Eq. (11); (3) Step 9 aims to satisfy the condition of Eq. (4) In Step 11, 

we recover the solution vectors by the linear transformation      and we weight each solution vector by one minus 
the associated value of the objective function. It is worth mentioning that the input parameter b is tunable, making 
the algorithm flexible to noisy side information or inappropriate mathematical expressions for side information. 
Usually, the larger b is given, the more side information is respected. 
 
2.5. Optimization algorithm 
In this section, we consider the optimization algorithm to improve the scalable clustering performances.  

Input:                         
        

Repeat 

If t=0, 1, 2 then 

     

Else 

     

End 

Find   
   

 cluster optimally 

Find    
    

    
    

 must link constraints 

Find    
    

    
    

 cannot link constraints 

Obtain optimal cluster performance 

 This algorithm is used to improve the clustering performance in higher rather than existing algorithm. The label is 
created more effectively based on the most informative cluster and also it can be able to handle the high dimensional 
dataset more effectively. 
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3. Results and Discussion 

In this section the existing and proposed methodologies are compared using scalable clustering and optimization 
methods. The performance metrics are such as accuracy, precision and recall values which are evaluated by using 
efficient methods. In existing scenario the performance values are lower and the proposed method shows highest 
performance using optimization method. An experimental result shows that the proposed method achieves high 
performance in terms of precision, recall, and accuracy.  

3.1. Accuracy 
Accuracy is defined as the degree of generating the experimental output that is matches with the expected output. 
The accuracy is calculated by using the following equation 

 

Accuracy = 
                            

                                                         
 

In this graph, x axis is taken for two methods of and y axis is taken for accuracy. From the Figure.1 the proposed 
scenario shows the highest accuracy rather than existing method.  The proposed optimization method provides 
superior clustering performances in terms of accuracy values.  

Figure 1. Accuracy comparison  

 

3.2. Precision 
Precision is defined as the Percentage of correct predicted results from the set of input terms. The precision value 

should be more in the proposed methodology than the existing approach for the better system performance.  

Precision is calculated by using following equation 

Precision = 
             

                            
 

In this graph, x axis is taken for two methods of and y axis is taken for precision. From the Figure.2 the proposed 
scenario shows the highest precision rather than existing method. The proposed optimization method provides 
superior clustering performances in terms of precision values.  

3.3. Recall 
The recall or true positive rate (TP) is the proportion of positive cases that were correctly identified, as calculated 

using the equation: 
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Recall = 
             

                           
 

In this graph, x axis is taken for two methods of and y axis is taken for recall. From the Figure.3 the proposed scenario 
shows the highest recall rather than existing method. The proposed optimization method provides superior 
clustering performances in terms of recall values.  

Figure 2. Precision comparison 

 

Figure 3. Recall comparison  

 

4. Conclusion  

 Our proposed system yields greater performance by using efficient methods. We have developed a new k-way 
scalable constrained spectral clustering algorithm based on a closed-form integration of the constrained normalized 
cuts and the sparse coding based graph construction. The efficient methods are used to produce more accurate and 
scalable spectral clustering. It is focusing on the selection of most informative nodes in the clustering network. In 
real-world applications continuously and efficiently updates are required, over the data sets evolution. However 
clustering accuracy and optimization concept is still an issue in the existing scenario. To overcome this problem, we 
go for proposed scenario. In proposed system, we introduced the technique named as optimization algorithm which 
is used for improving the clustering performance more significantly. Pairwise constraints are introduced to estimate 
the higher similarity in the scalable clustering approaches. From the experimental result, we can say that the 
proposed system performed better than the existing system. 
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