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The Clock-Drawing Test (CDT) is commonly used to screen people for assessing cognitive impairment. Diagnoses are 
based on analyzing the specific features of clock drawing with pen and paper. The manual interpretations and understanding 
of the features are time-consuming, and test results highly depend on clinical experts' knowledge. Due to the impact of smart 
devices and advancements in deep learning algorithms, the necessity of a consistent and automatic screening system for 
cognitive impairment has amplified. This work proposed a simple, fast, low-cost, automated CDT screening technique. 
Initially, transferred deep convolution neural networks (ResNet152, EfficientNetB4, and DenseNet201) are used as feature 
extractors. The transfer learning technique makes it possible to experiment with existing models and build models much 
more quickly. Further, the extracted features are cascaded into a feature fusion layer to improve the quality of learning 
features, and the obtained feature vector become input for the classifier for classification. The performance of the model is 
experimentally evaluated and compared with the existing state-of-art models on a real dataset. Obtained results 
demonstrated that the Cascaded Network Model achieves high performance with an accuracy of 97.76%. 
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personal conversations, to check memory, reasoning, 
language, and motor function. 

Clock Drawing Test (CDT) is the generally used test 
for screening for dementia.4 During a CDT, a paper is 
given to each person to draw a clock. Then each 
participant must draw a circle, clock hands, and 
numerals from 1 to 12 corresponding to a specific time 
set, as '11:10', represented by the numbers 11 and 2. In 
actuality, the instruction to draw '10 past 11' might 
confuse people, drawing one clock hand on 11 and the 
other on 10 instead of 2. This entails the person placing 
their hands on the left and right sides of the circle's 
upper quadrants, imposing additional demands on the 
frontal lobe's executive functions. Furthermore, the 
practice has revealed that this environment is the most 
susceptible to neurocognitive dysfunctions and can 
accurately understand the characteristics of cognitive 
impairment cases by analyzing the CDT images. 
Detection of cognitive impairment by capturing the 
images of clocks drawn by geriatrics is advantageous 
as it detects at the very early stage itself, i.e., when 
symptoms appear in the adults and whether there is a 
need to consult the concerned doctors or not. Based on 
the deviation of the drawing from the correct answer, 
predictions can be made on the extent of disorderliness 
to normal brain function. As the test is cost-effective 
and requires minimal training, countries like India with 
low resources for healthcare can use this test. 

Introduction 
The prevalence of cognitive impairment is rising as 

the world's population ages. Parkinson's disease, 
Alzheimer's Disease (AD) and Vascular Dementia 
(VaD) are all neurodegenerative disorders that cause 
memory loss. Dementia is when an adult experiences 
memory loss and cognitive impairment. Lack of 
remembrance, attention, language, executive function 
(managing day to day work and life), perceptual-
motor abilities (interacting with the environment), and 
social cognition (interacting with other people) are all 
causes of cognitive impairment.  

Detecting the cause of cognitive impairment at a 
primary stage has several benefits. In western 
countries, over 5 million people have AD, and deaths 
have risen by 16% during the COVID-19 pandemic. 
By 2050, the expense of Alzheimer's Disease and 
Related Dementia (ADRD) is expected to raise 
approximately $1.1 trillion.1 In India, more than 5 
million individuals have Dementia, which is expected 
to rise to 7 million by 2030.(2) Throughout the world, 
over 50 million people are assumed to be affected by 
dementia.3 The traditional method of determining an 
individual's degree of cognitive decline is to give 
neuropsychological tests, commonly done via 
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Many studies have recognized the value of CDT as 
a screening test for global cognitive deficiencies due 
to its ease of use, absence of language and cultural 
biases, and brief administration time for patients with 
cognitive function and various types of Dementia. In 
most experiments, many features are available 
through neuropsychological tests, blood biomarkers, 
and medical images. All of these tests demand time, 
cost, and other in-person appointments.  

Technology is to test and detect cognitive 
impairments in adults at early stages without human 
involvement. Digital systems powered by Artificial 
Intelligence (AI) can help with patient diagnosis and 
treatment. More importantly, AI-driven tools can 
predict possible health issues that an individual may 
face in the future based on their historical data. 
Researchers utilize Machine Learning (ML) and Deep 
Learning (DL) methods to predict cognitive 
dysfunction and dementias early. DL differs from 
conventional ML methods in that it does not require 
meticulous feature extraction. The Convolutional 
Neural Network (CNN) deep learning model includes 
many hidden layers and more parameters and can be 
used for the early prediction of ADRD with more 
accuracy.5 Determining whether a person has 
cognitive impairment can be modelled as a 
classification problem to arrive at a binary decision. 

In this study, we propose a cascade network model 
that focuses on extracting features from three pre-
trained models and cascading them into a feature 
fusion layer to complete the final classification. 
Several CNN models were analyzed as part of our 
work.ResNet152 and DenseNet201 are the deeper 
networks with more convolution layers that can 
capture richer and more complex features. ResNet152 
is a deep CNN with skip connections and identity 
blocks that addresses the vanishing gradient problem 
without compromising the model's generalization 
power. DenseNet201 is a deep CNN that connects 
each layer to every other layer in a feed-forward 
fashion. The core of this network is that it decreases 
the vanishing-gradient problem, braces feature 
propagation, boosts feature reuse, and specifically 
reduces the number of parameters. EficientNetB4 is a 
CNN that uses a compound scaling method. The 
method reduces parameter size and FLOPS by order 
of magnitude and achieves higher accuracy and better 
efficiency. Considering the characteristics of each of 
the above models in extracting the features, 
ResNet152, DenseNet201, and EfficientNetB4 

models were selected. A feature fusion was carried 
out on the features extracted by these models to  
fine-tune the model. Pre-training the above models 
using a transfer learning approach is considered to 
learn generic image features without training from 
scratch. The model provides a low-cost screening 
method that accurately detects cognitive impairment 
using CDT images. 
 
Literature Survey 

CDT is the prevalent and widely used 
neuropsychological test for detecting cognitive 
impairment. For the past few years, patients with 
Dementia and Mild Cognitive Impairment have been 
examined for different forms of performance on the 
CDT to expose the benefits of the test as a screening 
tool. 

With the evaluation score of the Mini-Mental State 
Examination and the scale of Hasegawa dementia, the 
CDT measures each degree of global cognitive 
dysfunction, making it useful for cognitive 
impairment screening.6 A low CDT score has also 
been associated with the development of dementia7,8, 
and the connection is independent of the MMSE 
score. The CDT detects cognitive dysfunction in 
numerous psychological syndromes and how effective 
it is as a supplement to the MMSE in detecting 
executive dysfunction in a busy outpatient 
department. A weakened clock drawing provides a 
gesture of cognitive impairment that leads the analysts 
to understand better the patient's current level of 
symptoms.9,10 The digital CDT (dCDT) technology 
uses a digital pen to trace the drawing. It supports 
real-time analysis of complex neuropsychological 
behaviour, which is hard to achieve with a standard 
pen and paper.11 

The ML algorithms analyze and classify the group 
of dementia people and healthy people, and AD with 
VaD that used time-based, dynamic, and visuospatial 
features extracted from the dCDT, which provides the 
neurocognitive features.12 The author explored how 
well ML data analysis algorithms classify patients 
into groups based on statistically determined 
variables.13A supervised learning model was built for 
predicting the state of cognitive impairment by 
collecting the trajectory points of dCDT using 
electromagnetic tablets.14 

ML techniques can be used for representing 
differences in several key graphomotor errors in the 
CDT inside a single differentiable non-linear 2D 
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manifold to quickly identify features seen in dementia 
patients.15 ML algorithm's ability to distinguish across 
patient groups may increase the CDT's application in 
primary care and other healthcare settings for 
cognitive impairment screening. DL models have 
shown higher accuracies for typical ML applications. 
The features are trained to find and recognize the 
most appropriate patterns. In modern healthcare, DL 
is a well-known research subject, with specific 
applications attaining the level of a product. 

MRI and PET scans are used to diagnose 
Alzheimer's using a robust deep learning framework16 

by incorporating a stability selection technique, an 
adaptive learning factor, and a multi-task learning 
strategy into the framework. An ensemble model is 
developed to screen cognitive impairment with CDT 
images and the age of the person.17 A novel 
automated and qualitative scoring approach based on 
mobile sensor data and deep learning algorithms 
differentiates Dementia and subtypes with the CDT 
mobile application.18 CDT and Rey–Osterrieth 
Complex Figure Test are screening tests to predict 
cognitive impairment using CNN Algorithms.19 The 
cognitive tests using digital pen features are 
independent of the task. This set of features was 
shown to outperform traditional task-dependent 
classification methods on CDT and others.20 The deep 
learning architecture employs a CNN and applies 
gradient-weighted class activation mapping to 
visualize the features within CDT images to predict 
participants' cognitive status.21 

A novel DL model, CNNs, and ensemble learning 
are applied to acquire anatomical MRI of the brain 
with the grouping of AD vs Healthy and Mild 
Cognitive vs not Mild Cognitive by identifying the 
complex changes with AD.22 

The literature shows that different CNN models 
were used to extract features from the CDTs. In the 
proposed model, distinct features extracted from the 
three pre-trained networks were concatenated, 
inspired by the success of exploiting multiple features 
for classification.23,24 
 
Methodology 

Detecting cognitive impairment requires several 
phases: dataset collection, pre-processing, model 
training (Transfer Learning, Cascade Network 
Model), and model evaluation. The proposed  
Cascade Network Model architecture is depicted  
in Fig. 1.  
 
Data Pre-processing 

The quality of the input image is crucial for 
training the model to achieve better accuracy. Before 
considering the training data as inputs, the dataset is 
applied to normalization and pre-processing. The 
original CDT images are pre-processed using widely-
known pre-processing techniques like position 
translation, rotation, cross-cutting transformation, 
scaling, size adjustment, and flip processing. 
 

Data Augmentation 
Data augmentation is a method of adding new data 

points to existing data to enhance the amount of data. 
To amplify the dataset, this may involve making 
minor adjustments to the data or applying deep 
learning models to create extra data points in the 
latent space of the original data. It lowers the 
operating costs connected with data collection. It 
increases the generalizability of an over-fitted data 
model by producing more training data and exposing 
the model to different versions of the data. Data 
augmentation helps to solve the class imbalance 

 
 

Fig. 1 — Cascade network model architecture 
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problem in classification, prevents data scarcity, and 
adds variety and flexibility to data models. 
 

Transfer Learning 
It is a common and preferred method to create new 

ML and DL models. DL models have a sophisticated 
data-dependent architecture, requiring more data to 
train. Transfer learning requires information from 
related tasks with a set of labelled data and applies to a 
target classification problem to decrease the quantity of 
training data required. Models are pre-trained before 
being adapted to specific applications. Pre-trained 
bottom layers are often used, and the top layers with 
labelled information are deleted. This approach allows 
getting a model much faster and experimenting with 
the existing models differently.25 For experimentation 
we used three pre-trained models such as 
ResNet152(26), EfficientNetB4(27), and DenseNet201.(28) 
In their original forms, the models were designed to 
identify 1000 classes of images in the Image Net data 
set and reach state-of-the-art performance. We adapt 
these three models to our data set.  
 

Feature Extraction 
Feature extraction enhances the accuracy of learned 

models by extracting corresponding features from the 
input data. Redundant data is eliminated in this phase 
of the general framework, and the dimensionality of 
the data is lowered. Of course, it increases training 
and inference speed. The feature extraction methods 
generate new features by combining and transforming 
the original feature set. The features from the images 
are extracted using many CNN models.29 The state-of-
the-art models ResNet152, EfficientNetB4, and 
DenseNet201 were selected for feature extraction.  

The ResNet unit was used to train ResNet, a 152-
layer neural network, successfully. ResNet 
significantly improved the performance of neural 
networks with additional layers than neural  
networks with simple layers. Although it has fewer 
parameters than VGGNet, it gives good results. It 
introduces residual learning, which successfully 
addresses network degeneration. The rate of error is 
3.57%. DenseNet establishes a link between layers, 
maximizes the use of features, and reduces the 
gradient. A DenseNet connects all layers directly to 
one another using Dense Blocks and establishes dense 
connections between layers. Using a bottleneck layer, 
translation layer, and lower growth rate shortens 
calculation time, narrows the network, decreases the 
parameters and fully controls the overfitting. 
EfficientNet is a convolutional neural network that 

uses a design and scaling method using a compound 
coefficient to scale all depth/width/resolution 
dimensions evenly. When the input image is larger, 
the compound scaling method is used , as the network 
requires more layers to expand the receptive field and 
more channels to catch more fine-grained patterns, 
 

Global Average Pooling 
Compared with the traditional CNN model, the 

proposed Cascade Network Model used Global 
Average Pooling (GAP) layer rather than fully 
connected layers before the classification layer. The 
GAP layer acts as a link between the convolution and 
fully connected layers without requiring more 
parameters to be trained. Each feature map extracted 
from the preceding convolutional layer is input to the 
GAP layer to obtain a single input by averaging it. 
The resultant feature maps are inputs to flatten layer, 
i.e., the multi-dimensional input into a single-
dimensional feature vector as output. For example, if 
given an input of 299, 7*7 feature maps, a GAP layer 
forms an output of size 299. This method introduces 
generalizability and allows for a more progressive 
reduction in network size. So, it regularizes the 
network model to prevent overfitting. 
 

Feature Fusion Layer 
Feature fusion is a dynamic exploration area that 

offers the best accuracy compared to distinct 
manually selected feature sets. It learns image 
features entirelyto describe their rich internal 
information.After dimensionality reduction, we can 
acquire a compact representation of integrated 
features, which reduces computational complexity 
and improves recognition performance in an 
unconstrained environment. The flattened output 
features of each model from the GAP layer were 
concatenated into a flattened vector in this layer. 
 

Classifier 
In the classifier, the first layer contains hidden 

units of 4096, followed by the ReLU activation 
function. The second layer has hidden units of 2048, 
continued with the ReLU, the third layer with 1024 
units, succeeded with ReLU, and the last layer 
comprises 512 units, with the output layer as one unit 
with a sigmoid activation function. 
 

Experimentation  
Experiments of the model were carried out on the 

server kaggle, with Tesla P100-PCIE-16 GB GPU 
graphics card and the python language with PyTorch 
framework. 
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Dataset 
The CDT image has five key features: a centre dot, 

clock face, clock-hands, digits, and perseverance 
which is shown in Fig. 2. 
 Center Dot: The clock image is thoroughly 

checked to determine whether a dot is  
present at the intersection point of the two hands 
and located at the clock's centre or not, as shown 
in Fig. 2(a). 

 Clock face: Lengths of vertical and horizontal 
axes, areas of the left half, right half, the upper 
half and lower half of the clock face are carefully 
examined to explain how disproportionate the 
clock face is, i.e., how far it deviates from a 
regular circle, is shown in Fig. 2(b). 

 Clock hands: The presence of hour and  
minute hands, their location, length, and proximity 
to digits 11 and 2 are examined, as shown in  
Fig. 2(c). 

 Digits: The presence of 12 numbers, their 
orientation, and location, clockwise or anti-
clockwise sequence are examined and are shown 
in Fig. 2(d). 

 Perseverance: Recognition of perseverance while 
drawing clock-face, hands, centre dots, or digits, 
measured as an increase in thickness around the 
clock element (such as hand/digit) relative to 
normal, shown in Fig. 2(e). 

These five features significantly value an 
individual's ability to diagnose the problem and its 
progression, making evaluation forecasts and 
treatment plans. The dataset is collected from the 

National Health & Aging Trends Study, USA30, and 
the class labels are generated and verified by a 
professionally trained clinical expert. The sample 
CDT images in the dataset are shown in Fig. 3. 

The distribution of the CDT dataset into 4222 train 
set images, and 2591 test set images are shown in 
Table 1. The percentage of the training dataset is 
61.96%, and the test dataset is 38.03%. The class 
labels of a normal person and cognitive impaired are 
set to 0 and 1 in the experiment. 
 
Classification Metrics 

The classification metrics are used to assess the 
model performance. The model’s overall performance 

 
 

Fig. 3 — Sample CDT images  (a) A CDT image of a Cognitive 
impaired person (b) A CDT image of a normal person 
 

Table 1 — The CDT dataset distribution 

Category Train set Test set Total 
Normal 1833 1221 3054 
Cognitive Impairment 2389 1370 3653 
Total 4116 2591 6707 
 

 
 

Fig. 2 — (a) Center Dot (b) Clock face (c) Clock hands (d) Digits (e) perseverance 
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can be improved using various metrics for 
performance assessment. Before using the model for 
production on unseen data, these indicators are crucial 
for assessing its performance. When the model is 
deployed on unseen data without proper assessment of 
the model using various evaluation metrics and only 
based on accuracy, it can lead to poor predictions. 
True Positive (TP) is a correctly predicted sample of 
cognitive impairment cases, False Positive (FP) is a 
sample of misclassified cognitive impairment cases, 
True Negative (TN) is a correctly classified normal 
person, and False Negative (FN) is a sample of a 
misclassified normal person. F1-score, recall, 
precision, and accuracy are used to estimate the 
proposed model performance. The following are the 
mathematical expression for the evaluation metrics: 

 Precision
TP

FP TP
 

Recall
TP

FN TP
 

 F1 Score
2 ∗ precision ∗ recall

precision recall
 

Accuracy  
TP TN

TN FP TP FN
 

 
Hyper Parameters 

Many Deep Learning models fine-tune the 
hyperparameters as they are crucial to describe the 
training details and directly impact the model's output. 
Fine-tuning the weights in some of the pre-trained 
model's layers and training the output classifier can 
improve the performance of the model. The 
parameters used for each model are shown in Table 2. 
To assess learning rates, the adapted models used the 
optimization algorithm. The learning rates range from 
0.01 to 0.0001, and batch sizes range from 8 to 32 
with 10 to 50 epochs. The model's learning capacity is 
best in this experiment, with a 0.001 learning rate. 
The number of epochs and batch size were 
determined after extensive experimentations. 
 
Results and Discussion 

This work employs ResNet152, EfficientNetB4, 
DenseNet201, and Cascade Network Model to 
distinguish between cognitive impaired and normal 

persons. The same NHATS dataset is used to train 
and test the models, parameter settings, and Fully 
Connected Layer (FC). The models were compared in 
accordance with accuracy, F1-score, recall, and 
precision of the test set. The values for the cascade 
network model are 97.76%, 97.75%, 97.72%, and 
97.85%, respectively. However, for the better 
classification of the images, the cascade network 
model uses three distinct models in parallel and 
extracts the features of the CDT image that can 
successfully hold the broad feature information of the 
image. The model extracted feature maps from the 
convolutional layers of ResNet152, EfficientNetB4, 
and DenseNet201 as the first layer. The CDT images 
of cognitive impaired and normal persons were 
compared with the feature map of each model. 

The classification test report of the test set is shown 
in Table 3. It has shown that the F1-score, recall, 
precision, and accuracy of ResNet152 on the test  
set are 94.13%, 94.22%, 94.35%, and 94.13%, 
respectively. The Comparison with ResNet152 shows 
that the Cascade Network Model's accuracy, F1-score, 
recall, and precision increased by 3.63%, 3.62,  
3.5%, and 3.5%, respectively. The F1-score, recall, 
precision, and accuracy of EfficientNetB4 are 
94.94%, 95.12%, 95.20%, and 94.94%, respectively, 
on the test set. Compared with EfficientNetB4, the 
Cascade Network Model accuracy, F1-score recall, 
and precision are increased by 2.82%, 2.81%, 2.60%, 
and 2.65%, respectively. The F1-score, recall, 
precision, and accuracy of DenseNet201 on the test 
set are 96.87%, 96.87%, 97.03%, and 96.87%, 
respectively. The comparison of DenseNet201's 
accuracy, F1-score, recall, and precision with those of 
the Cascade Network Model shows an increase of 
0.89%, 0.88%, 0.85%, and 0.82%, respectively. It can 
be seen that all the metrics of the cascade network 
model have been better. 

Similar to test accuracy (Table 3) the values for 
training accuracy have been calculated. Considering 1 
as 100 in Fig. 4, the equivalent percentage values for 
training and test accuracies are mentioned below, 
whereas loss is mentioned as the actual value. From 
Table 3 and Fig. 4 the following observations could 

Table 2 — Pre-processing and training phase parameters 

Hyper Parameters ResNet152 EfficientNetB4 DenseNet201 Cascade Network Model 
Batch Size 16 16 16 16 
Learning rate 1e-3 1e-3 1e-3 1e-3 
Loss Cross Entropy Cross Entropy Cross Entropy Binary Cross Entropy 
Optimizer SGD SGD SGD SGD 
Epochs 25 25 25 25 
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be made. First, the experiment uses ResNet152 to 
identify cognitive impairment. The accuracy and loss 
curves of the model is shown in Fig. 4(a). The test 
accuracy ranges to 94.13%, and the training accuracy 
ranges to 94.21%. From the figure, it can be  observed  
that the training and testing accuracy curve overlap and 
reach up to 94.21% (0.9421). The training loss has 
flattened out at roughly 0.16. Next, EfficientNetB4 
model is used to detect cognitive impairment for which 
the test accuracy is 94.94%, and the training accuracy 
is 95.25%. The accuracy and loss curves of the 
EfficientNetB4 model is shown in Fig. 4(b). From 
analysis, the test and train accuracy of the model is 
greater than that of ResNet152, and the loss curve 

result is also good. Further, DenseNet201 is used to 
detect cognitive impaired persons and the test and 
training accuracies of the model are 96.87% and 
97.02%. The model accuracy and loss curves is  
shown in Fig. 4(c). The model accuracy and loss  
are better than ResNet152 and EfficientNetB4.  
It has a significant training impact, and the loss has 
been steady. The experiment uses ResNet152, 
EfficientNetB4, and DenseNet201 and feature fusion 
from the three networks. The test accuracy reaches 
97.76%, and the training accuracy is 98.26%. The 
model accuracy and loss curves are shown in Fig. 4(d). 

The test dataset classification report establishes that 
the cascade network model has a better classification 

Table 3 — Classification report on test dataset 

Architecture Classes  Precision (%) Recall (%) F1-Score (%) Support 
ResNet152 Normal 98.11 90.27 94.03 1221 

Cognitive Impairment 90.58 98.18 94.22 1370 
Accuracy    94.13 2591 
Macro Avg 94.35 94.22 94.13 2591 

EfficientNetB4 Normal 99.75 90.49 94.89 1221 
Cognitive Impairment 90.65 99.75 94.99 1370 
Accuracy    94.94 2591 
Macro Avg 95.20 95.12 94.94 2591 

DenseNet201 Normal 99.75 93.98 96.78 1221 
Cognitive Impairment 94.30 99.76 96.96 1370 
Accuracy    96.87 2591 
Macro Avg 97.03 96.87 96.87 2591 

Cascade Network Model Normal 99.50 95.89 97.66 1221 
Cognitive Impairment 96.20 99.54 97.84 1370 
Accuracy    97.76 2591 
Macro Avg 97.85 97.72 97.75 2591 

 

 
 

Fig. 4 — CNN models accuracy and loss curves (a) ResNet152, (b) EfficientNetB4, (c) DenseNet201, and (d) Cascade Network  
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effect on cognitively impaired and normal persons. 
The results show that the proposed model has better 
accuracy, F1 score, recall, and precision than the other 
architectures. Compared with other models, the 
Cascade Network Model has enhanced adaptableness 
to the CDT images and can increase the accuracy of 
the test dataset. The leading cause is that the 
ResNet152, EfficientNetB4, and DenseNet201 
models miss some in-depth information while 
extracting features, which will differ from model to 
model according to their network structure. Cascade 
Network Model has a cascade architecture that 
integrates the knowledge of features extracted by the 
three models, and the result is good. The model is 
developed by combining ResNet152, EfficientNetB4, 
and DenseNet201. As a result, the model can retain 
more features and results in better accuracy. 

The proposed model results are compared with 
recent works and shown in Table 4. It shows that the 
accuracy and F1 score of the proposed model are 
better than those of comparative network models. 
Chen et al.31 used the DenseNet121 deep learning 
classifier, and its accuracy is 96.65%. Amini et al.17 
used an Ensemble CNN model to extract the depth 
features of CDT images and classified them with an 
F1-Score of 94.4%. Our Proposed Cascade Network 
model achieves Accuracy and F1-score of 97.76% 
and 97.75%, respectively. The Cascade Network 
Model can more accurately detect cognitive impaired 
persons from normal persons and is considered good 
in-depth architecture. From the above analysis, it can 
be found that the classification metrics of the 
comparative research work on the test dataset are 
lower than that of our work. 
 

Conclusions 
CDT is an effective tool for detecting cognitive 

impairment. The experiment used the three CNN 
models ResNet152, EfficientNetB4, DenseNet201, 
and one Cascade Network Model to classify CDT 
images into two categories: cognitive impaired and 
normal. Features were extracted by applying these 
model architectures and classified classes through a 
Fully Connected Layer. The experimentation results 
found that the Cascade Network Model best classified 
cognitive impaired and normal persons under the 

same conditions. A remarkable improvement is there 
in the classification, with an accuracy of 97.76%, an 
F1-score of 97.75% with 97.85% precision, and 
97.72% recall. The model can assist psychiatrists in 
the early detection of cognitive impairment. A 
limitation of the work is that age of the persons is not 
considered for classification. The model suggested in 
this paper can help to classify different cognitive 
impairment levels by taking more classes. In future, 
the model can be integrated to develop a simple 
mobile application that captures the image of the CDT 
drawn by the person that can be used to test the 
cognitive function. 
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