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In this study, a new classification technique is proposed to distinguish the appropriate one from four different nitrogen 

(N) fertilizer doses (0, 40, 80, and 160 kg ha−1) using six triticale cultivars. In the classification phase, nine yield features

from 30 plants of the same cultivar were measured, that is, each dose or class has 30 feature vectors consisting of nine

features. Next, six triticale cultivars were classified for each dose of N fertilizer separately by using 30 feature vectors

belonging to each dose. Similarly, the same classification task was repeated by using all feature vectors taken from four

doses of N fertilizer. What makes this study novel is the classification process of six triticale cultivars by taking into account

their characters based on different doses of N fertilizer. The classification tasks were conducted by applying Common

Vector Approach, Support Vector Machine, k-Nearest Neighbor, and Decision Trees algorithms. While satisfactory results

were obtained from the training sets for all cases, the test set accuracy is relatively lower for the classification of four doses

of N fertilizer and six cultivars since features extracted from different doses of N fertilizer for the same cultivar are close to

each other. Furthermore, the number of feature vectors is insufficient to classify classes efficiently. Interestingly, when the

common information of the classifiers was extracted with the biplot technique, useful results were obtained in selecting

appropriate N doses for several triticale varieties. Combined with the results of future comprehensive studies, applicable
results for the agricultural sector can be proposed.

Keywords: Cereals, Common vector approach, K-Nearest neighbor, Plant nutrition, Support vector machine 

Introduction 

The first cereal crop created by breeders is triticale. 

The triticale takes place in the low diets that are 

visible in some developing countries and is a 

desirable crop for livestock feeds due to its numerous 

nutritional qualities. In addition to these 

characteristics, the triticale is one of the most possible 

crops that may arise in poor agricultural settings 

(insufficient plant minerals, heat stress, etc.).
1
 

Nitrogen (N) is the nutrient required for cereal 

production, which not only determines the plant 

growth rate and the final grain yield but also the 

relative contribution to dry matter associated with 

grain quality.
2
 The use of applied N is determined 

based on the crop species.
3
 Fertilizer N efficiency in 

field crops is predicted between 30% and 35%, 

around 60% of the global N fertilizer is used to 

produce wheat, maize, and rice which are three major 

kinds of cereal in the world.
4–5

 Increased production 

costs and environmental awareness (surface or 

groundwater pollution from nitrates) encourage the 

development of methods to improve the efficiency of 

N fertilization.
6
 For this reason, fertilizers and their 

management will be the forerunners in the measures 

to be taken to improve the global N balance, both 

short and long-term. Moreover, N has great 

importance in the physical properties of cereals such 

as grain weight per spike, grain shapes, and protein 

content. The most important quality parameter used to 

determine cereal quality is the amount of grain 

protein.
7
 Differences in the amount of protein are 

largely influenced by the genetic structure 

and environmental factors including N fertilizer 

application and climatic conditions. Among the ways 

to minimize the losses caused by N fertilization, there 

are soil and plant analyses to determine fertilizer 

doses according to plant needs. So far, different 

methods have been developed for plants to maximize 

the intake of N fertilizer from the soil. In recent years, 

various sensors based on the color intensity of field 
—————— 
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crops have begun to be used to determine 

fertilization.
8
 However, due to soil and plant-based 

problems, the use of N sensors to determine plants’ N 

needs is not common. 

Appropriate N dosage advice is usually made in the 

form of manual recommendations. However, as field 

experts offer manual recommendations, his/her 

judgments are based on his/her experience and may 

be biased and inaccurate in some cases, resulting from 

financial losses or impacts on crop production. An 

alternative to this method is to integrate smart 

algorithms that use historical data to make decisions 

automatically. It has been observed that the accuracy 

of the algorithm is considerably high and stable as the 

decision depends on historical data.
9
 

Classification with computer algorithms of plant 
characteristics and making recommendations on 
cultivars and fertilization based on the predictions 
have been applied to real-world experiments in recent 

years.
10–12

 The common vectors signifying the 
common plant features can be obtained by removing 
the variations in each plant.

13
 Currently, machine 

learning, common vectors, data mining, and deep 
learning methods are used in various studies to obtain 
features from plant species, estimate crop yield and 

quality, and/or recommend the most suitable 
crop/cultivar/fertilizer for a particular land.

14–19
 

Romero et al.
16

 analyzed yield estimation of durum 
wheat from yield characters by using classification 
algorithms. Bondre and Mahagaonkar

18
 used machine 

learning algorithms like Support Vector Machine 

(SVM) and Random Forest on agriculture data to 
recommend suitable fertilizers for each specific crop. 

The aim of this study is to investigate the usage of 
machine learning algorithms in agricultural sciences 
for triticale cultivar classification and fertilizer dose 
recommendations. Common Vector Approach (CVA), 

SVM, Decision Trees (DT), and k-nearest Neighbor 
(k-NN) were applied for the classification of N 
fertilizer doses and triticale cultivars. Initially, the 
classification of four doses of fertilizer for each 
cultivar separately is proposed. For this purpose, nine 
plant characteristics [grain length (GL), grain number 

per spike (GNS), grain protein content (PC), grain 
thickness (GT), grain weight per spike (GWS), grain 
width (GW), plant height (PH), spike length (SL), and 
spikelet number per spike (SPN)] were used in the 
feature vectors. These characters are taken from 30 
plants of the same cultivar. Therefore, each dose or 

class has 30 feature vectors, and each feature vector 
has nine features. In this way, we can investigate 

whether suitable required N fertilizer doses can be 
recommended to each cultivar with high accuracy. 
Secondly, six triticale cultivars were classified for 
each dose of N fertilizer separately. In this case, each 
cultivar or class has 30 feature vectors. Thirdly, six 

cultivars were also classified by considering all 
feature vectors in four doses of N fertilizer. In this 
case, each class has 120 feature vectors (30 feature 
vectors × four doses of N fertilizer). Finally, the 
results obtained from the first two classifications were 
reprocessed with a biplot, and it was utilized to select 

the appropriate fertilizer dose for each genotype based 
on principle component analysis (PCA). The 
classifications of cultivars are also novel studies as in 
the classification of doses of N fertilizer. The 
proposed system comes with a model to be precise 
and accurate in predicting cultivars and serve the 

grower with proper recommendations about the 
required fertilizer rate.  
 

Materials and Methods 
 

Dataset Description 

There are six hexaploid winter triticale (x 
Triticosecale Wittmack) cultivars; Melez, Presto, 
Sorti, Karma, Tatlicak, Mikham, and four doses of N 
fertilization (0, 40, 80, and 160 kg∙ha

−1
 N) in our 

dataset. Thirty values are obtained for each of the nine 

characters (SL, SPN, GNS, GWS, GT, GL, GW, PH, 
and PC) taken from a cultivar. These samples are used 
to create feature vectors for each cultivar. The 
samples of nine characters of the cultivar Karma 
belonging to N0 and N40 applications are given in 
Table 1 and Table 2, respectively.  

In the classification stage, four well-known 
classifiers which are CVA, SVM, DT, and k-NN are 
used. In addition, the classifiers were compared 
according to the PCA-biplot method for cultivars and 
N doses. Finally, proper N doses were selected for 
each cultivar. The machine learning algorithms used 

in the study are summarized below.  
 

CVA Method  

CVA is a successful subspace method that has been 

previously proposed.
20–22

 Therefore, CVA was used to 

classify four doses of N fertilizer applied to six 

triticale cultivars, for the classification of six 

cultivars. In the training phase of CVA, a common 

vector that signifies common or invariant features of 

each class is determined and an indifference subspace 

is obtained for each class. Let us assume that 
c c c
1 2a ,a ,...,am Є R

n 
denotes the feature vectors  for the  
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Table 1 — Samples belonging to nine characters of Karma cv. for control (N0) 

Plant no SL 
(cm) 

SPN 
(#) 

GNS 
(#) 

GWS 
(g) 

GT 
(cm) 

GL 
(cm) 

GW 
(g) 

PH 
(cm) 

PC 
(%) 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

12.0 

12.0 

12.0 

11.5 

10.5 

11.0 

11.5 

12.0 

10.5 

11.0 

12.0 

11.0 

13.0 

13.0 

11.0 

12.0 

13.0 

9.0 

10.0 

11.0 

10.0 

9.0 

9.5 

8.5 

10.5 

10.0 

11.0 

8.5 

9.0 

9.5 

31 

30 

27 

25 

25 

27 

30 

31 

24 

29 

30 

27 

31 

32 

29 

29 

30 

27 

28 

28 

29 

28 

27 

26 

22 

28 

24 

31 

21 

22 

59 

60 

54 

49 

50 

57 

55 

50 

42 

56 

56 

49 

61 

64 

60 

59 

62 

41 

54 

59 

40 

42 

43 

50 

41 

42 

39 

54 

53 

55 

2.50 

1.80 

2.10 

1.50 

1.20 

3.10 

2.30 

2.40 

2.48 

2.10 

3.80 

2.20 

3.30 

2.60 

1.33 

1.73 

1.96 

2.10 

1.20 

1.70 

1.70 

3.30 

1.06 

1.30 

1.22 

1.00 

2.00 

1.80 

1.17 

1.50 

0.15 

0.17 

0.16 

0.14 

0.19 

0.18 

0.17 

0.13 

0.17 

0.16 

0.13 

0.19 

0.20 

0.21 

0.17 

0.19 

0.18 

0.17 

0.16 

0.15 

0.13 

0.19 

0.21 

0.25 

0.17 

0.19 

0.13 

0.16 

0.17 

0.19 

0.55 

0.65 

0.75 

0.65 

0.63 

0.72 

0.68 

0.53 

0.56 

0.59 

0.58 

0.54 

0.56 

0.65 

0.64 

0.61 

0.62 

0.63 

0.74 

0.78 

0.63 

0.62 

0.64 

0.66 

0.55 

0.71 

0.73 

0.69 

0.68 

0.64 

0.16 

0.15 

0.15 

0.18 

0.12 

0.21 

0.19 

0.17 

0.18 

0.16 

0.18 

0.14 

0.19 

0.15 

0.17 

0.13 

0.17 

0.19 

0.18 

0.19 

0.17 

0.21 

0.22 

0.14 

0.15 

0.18 

0.19 

0.17 

0.17 

0.16 

105 

103 

110 

103 

108 

109 

106 

102 

100 

102 

99 

98 

103 

101 

110 

108 

111 

107 

105 

112 

109 

93 

95 

96 

97 

95 

94 

95 

98 

96 

10.0 

10.0 

12.7 

12.8 

13.4 

14.2 

15.4 

14.2 

15.0 

13.9 

15.0 

13.9 

14.1 

13.3 

14.1 

14.3 

11.3 

12.4 

11.3 

11.6 

12.3 

11.3 

12.6 

11.2 

10.9 

11.0 

11.4 

10.4 

12.4 

10.2 
 

Table 2 — Samples belonging to nine characters of cv. Karma for N40 application 

Plant 

no 

SL 

(cm) 

SPN 

(#) 

GNS 

(#) 

GWS 

(g) 

GT 

(cm) 

GL 

(cm) 

GW 

(g) 

PH 

(cm) 

PC 

(%) 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

 
 

13.0 

13.0 

12.0 

9.5 

10.0 

12.0 

14.0 

13.5 

12.0 

11.0 

11.0 

11.0 

11.5 

12.5 

11.0 

13.0 

10.0 

11.0 

10.0 

10.0 

10.0 

 
 

34 

33 

33 

28 

26 

32 

36 

34 

31 

31 

35 

28 

25 

31 

27 

33 

29 

34 

27 

28 

27 

 
 

76 

58 

76 

47 

40 

77 

62 

61 

73 

69 

80 

58 

58 

59 

46 

50 

56 

60 

39 

50 

56 

 
 

1.8 

1.4 

1.5 

1.6 

1.3 

1.5 

1.6 

1.8 

1.7 

1.7 

2.2 

3.2 

2.0 

2.0 

1.9 

2.4 

2.0 

1.6 

3.0 

1.8 

1.9 

 
 

0.21 

0.25 

0.26 

0.24 

0.21 

0.28 

0.29 

0.21 

0.20 

0.19 

0.18 

0.17 

0.16 

0.24 

0.21 

0.23 

0.25 

0.26 

0.25 

0.19 

0.19 

 
 

0.62 

0.63 

0.65 

0.61 

0.54 

0.56 

0.58 

0.51 

0.63 

0.68 

0.51 

0.69 

0.71 

0.78 

0.80 

0.64 

0.57 

0.68 

0.78 

0.77 

0.66 

 
 

0.21 

0.22 

0.24 

0.26 

0.31 

0.25 

0.26 

0.24 

0.21 

0.27 

0.23 

0.25 

0.24 

0.26 

0.21 

0.25 

0.26 

0.28 

0.30 

0.29 

0.21 

 
 

110 

111 

112 

110 

108 

106 

110 

105 

107 

104 

103 

102 

103 

104 

93 

94 

95 

93 

97 

96 

95 

 
 

11.1 

12.3 

12.1 

13.3 

10.5 

11.7 

12.5 

12.7 

12.7 

13.7 

14.7 

14.7 

11.4 

12.3 

12.5 

13.7 

14.4 

12.4 

12.3 

13.7 

13.0 

(Contd.) 
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Table 2 — Samples belonging to nine characters of cv. Karma for N40 application (Contd.) 

Plant 

no 

SL 

(cm) 

SPN 

(#) 

GNS 

(#) 

GWS 

(g) 

GT 

(cm) 

GL 

(cm) 

GW 

(g) 

PH 

(cm) 

PC 

(%) 

22 

23 

24 

25 

26 

27 

28 

29 

30 

12.0 

9.0 

10.0 

7.0 

9.0 

11.0 

10.0 

8.0 

10.0 

25 

25 

27 

22 

25 

31 

26 

19 

27 

65 

37 

45 

36 

40 

53 

41 

29 

42 

1.6 

1.8 

2.6 

2.4 

2.7 

2.8 

2.1 

2.9 

2.1 

0.21 

0.24 

0.29 

0.28 

0.27 

0.26 

0.25 

0.27 

0.24 

0.62 

0.61 

0.58 

0.63 

0.62 

0.64 

0.68 

0.75 

0.74 

0.2 

0.24 

0.25 

0.22 

0.23 

0.21 

0.26 

0.21 

0.23 

108 

110 

111 

109 

108 

105 

109 

98 

102 

12.0 

12.5 

13.1 

12.7 

12.6 

13.3 

12.6 

11.3 

11.2 
 

c
th
 class in the training set in which m > n. These 

feature vectors are assumed to be linearly independent 

and they can be expressed as 

,
c c c c
i i dif com i  a a a

for i=1,2, …, m             … (1) 

where, the vector ,
c
i difa

represents the differences 

resulting from climatic effects, alien pollination, and 

cultivar of plants, and the vector
c
coma

is the common 

vector of dose or cultivar class, and 
c
i  indicates the 

error vector.
21

 The common vector can be determined 

by using the following procedure. The covariance 

matrix for c
th
 dose or cultivar class can be written as 

1

( )( )

m
c c c c c T

i ave i ave

i

  Φ a a a a              … (2) 

where,
c
avea

is the average of the feature vectors in 

c
th
 class and T corresponds to the transpose of a 

matrix. 

 The non-negative eigenvalues of the covariance 

matrix Ф
c
 can be sorted in decreasing order:

1 2 .c c c
n    

c c c
1 2u ,u ,...,un  are the 

orthonormal eigenvectors associated with these 

eigenvalues. The eigenvectors corresponding to the 

largest k eigenvalues of the covariance matrix form an 

orthonormal basis for the difference subspace B.
22

 All 

the eigenvectors associated with the smallest (n-k) 

eigenvalues span the orthogonal complement 

subspace B┴ which is called the indifference 

subspace. The direct sum of two subspaces B and B┴ 

covers the entire space and the intersection of them 

gives the null space. The value of k can be chosen 

such that the sum of the smallest eigenvalues is less 

than a particular percentage (L) of the sum of all 

eigenvalues
23

, that is, 

1

=1

n

i

i=k

n

i

i

L





 



                 … (3) 

 

In the experimental studies, if L=25% is used in the 

training phase, higher recognition rates were obtained 

when compared with other values of L. L = 25% for 

indifference subspace was achieved at a different 

number of eigenvalues for each class. These 

eigenvalues had an average number of 7. 

The value of k is also determined from the point, 

where the eigenvalues of the training data start to vary 

slowly upon plotting the eigenvalues in descending 

order. In Fig. 1, this point approximately corresponds 

to k = 3 (= 9−7+ 1). 

The common vector can be written in terms of the 

eigenvectors associated with the smallest eigenvalues 

of Ф
c22

, such that, 
 

1 1 , ,c c c c c c c
com ave k k ave n n   a a u u a u u

 
                             … (4) 
 

Therefore, the common vector 
c
coma

 corresponds 

to the projection of the average feature vector onto the 

indifference subspace B┴. The common vector 

signifies the common features or invariant properties 

of the dose or cultivar class. The common vector is 

sole for each class and all the error vectors 
c
i would 

be minimum.  

During the classification phase, the decision 

criterion given below is utilized: 

 
2

1

n
T

c c c
x ave j j

c S
j=k+1

dis tance argmin  
 

   
   

   
 a - a u u   

                 … (5) 
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where, ax is a test or unknown vector and S 

corresponds to the total number of classes. If the 

minimum distance is obtained for any class c, the 

feature vector ax is designated to that class.  

The above classification procedure can be given in 

algorithmic notation as below: 

1. [Initialize] 

Take characters for each class 

2. [Construct the feature vectors] 

Characters   feature vectors:
c c c
1 2a ,a ,...,am while 

m>n 

3. [Find the covariance matrix] 

Feature vectors  covariance matrix: c
Φ  

4. [Find the eigenvalues and eigenvectors] 

Covariance matrix: c
Φ  eigenvalues:

1 2,  ,  ,  .c c c
n   and eigenvectors:

c c c
1 2u ,u ,...,un  

5. [Find the common vector] 

c c c
1 2

averagevector: a
 

eigenvectors : u ,u ,...,u

c
ave

n

projection




common  vector: ac
com  

6. [Classify test vector] 

x

c c c
1 2

test vector - average vector: a a
minimum  value of projection class of test vector

eigenvectors : u ,u ,...,u

c
ave

n

 
 


 

x

c c c
1 2

test vector - average vector: a a
minimum  value of projection class of test vector

eigenvectors : u ,u ,...,u

c
ave

n

 
 


 

7. [Finished] 

Exit 
 

SVM Method 

Proposed as a binary classifier, SVM determines 

the optimal hyperplane that maximizes the distance 

between the optimal hyperplane and the closest 

sample to that hyperplane.
24–26

 So it is also called the 

maximum margin classifier.
27

 Because SVM is 

originally binary classification algorithm, for dealing 

with multi-class problems “one against all” strategy 

was used in this study. In this paper, the polynomial 

SVM classifier was preferred and it was implemented 

by using Pattern Recognition Toolbox (PRTools).
28

 

The order of the polynomial was selected as 2.  
 

The k-NN Method  

The k-NN is a lazy learning and non-parametric 

classifier algorithm.
29

 The k-NN classifies the test 

data according to its similarity to training data. For 

the classification procedure, Euclidian distance was 

used and k value was selected as 5.  
 

DT Method 

A decision tree is a supervised learning algorithm 

that has decision nodes, branches, and leaf nodes that 

are referred as features, conditions, and classes, 

respectively.
 30

 When designing a classification tree, the 

splitting criterion should be carefully selected. For this 

study, Information Gain was selected as a splitting 

criterion.  
 

PCA-Biplot Method 

A biplot or binary plot is an exploration plot to 
present both the observations (sample) and the data 
variables- as points or vectors. Axes are typically 
hidden major dimensions. Biplot is often used to 
demonstrate principal component analysis, fitness 
analysis, and other multivariate methods. The 

principal component analysis is a method that 
identifies the features that contribute the most to the 
variation available within a group of datasets.  
Biplot analysis based on two principal components 
was performed to learn the relationships between 
recognition rates calculated for the genotypes and N 

doses obtained from the classifiers. The dataset and 
variables were presented in a single biplot graph to 
further simplify the visualization. The biplot graph 
was drawn with Minitab 16 statistics program. 

 
 

Fig. 1 — The variations of the eigenvalues of the covariance matrix obtained for Karma 
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The block diagram of classification models 

including all approaches for recommendations is 

shown in Fig. 2. 

 

Results and Discussion 

In the experimental studies, three different 

classification processes are carried out: i) The 

classification of four doses of N fertilizer each of 

which has 30 feature vectors, ii) the classification of 

six triticale cultivars by using 30 feature vectors of 

each dose separately, iii) the classification of six 

triticale cultivars by using 120 feature vectors of all 

doses (four doses of N fertilizer ×30 feature vectors). 

Each feature vector has nine features or characters, 

and it is standardized by subtracting the mean of all 

feature vectors in the training set and then dividing by 

the standard deviation of all feature vectors in the 

training set.  

In this paper, the classification of doses of N 

fertilizer is presented as a new study. Four doses (0, 

40, 80, and 160) of N fertilizer applied to six cultivars 

(Karma, Melez, Mikham, Presto, Sorti, and Tatlicak) 

were classified for each cultivar separately. For this 

purpose, the k-NN, DT, CVA, and SVM methods 

were used. Each dose corresponds to one class in the 

classification stages and each class has 30 feature 

vectors consisting of nine characters or features. The 

five-fold cross validation approach was applied in the 

classification stages, namely, 24 feature vectors were 

utilized in the training phase, and the remaining six 

feature vectors were used in the testing phase in each 

fold. The correct recognition rates of four doses of N 

fertilizer for cultivars are given in Table 3 as an 

average of five-fold cross-validation for all classifiers. 

The average scores found in the test set are low for 

all classifiers since characters in the feature vectors 

representing different doses of N fertilizer are very 

close to each other for the same cultivar. Therefore, 

common features or invariant properties of each dose 

cannot be properly taken out and discriminative 

feature space cannot be built proficiently. Meanwhile, 

separable dose classes cannot be constructed because 

samples of characters belonging to different doses are 

very similar. When SVM, DT, k-NN, and CVA 

algorithms were used to classify the feature vectors 

used in the training phase, the average recognition 

rates of 99.9%, 94.6%, 85.0%, and 87.5% were 

obtained for all doses and cultivars, respectively. 

In another study, six triticale cultivars were 

classified by considering 30 feature vectors of each 

dose of N fertilizer by using all classifiers. Each 

cultivar forms one class in the classification stages. In 

 
 

Fig. 2 — Block diagram of classification for N doses 

recommendation of triticale cultivars 

Table 3 — The correct recognition rates as percentage of four doses of N fertilizer for cultivars 

N 

(kg ha-1) 

Melez  Presto  Sorti 

SVM DT k-NN CVA  SVM DT k-NN CVA  SVM DT k-NN CVA 

0 33.3 53.3 46.7 53.3  86.7 100.0 96.7 96.7  60.0 63.3 60.0 63.3 

40 73.3 70.0 80.0 70.0  53.3 70.0 70.0 70.0  46.7 76.7 36.7 70.0 

80 63.3 53.3 63.3 56.7  36.7 43.3 26.7 40.0  66.7 83.3 76.7 63.3 

160 53.3 50.0 43.3 36.7  86.7 53.3 63.3 73.3  76.7 93.3 100.0 96.7 

Av. 55.8 56.7 58.3 54.2  65.9 66.7 64.2 70.0  62.5 79.2 68.4 73.3 

N 

(kg ha-1) 

Karma  Tatlicak  Mikham 

SVM DT k-NN CVA  SVM DT k-NN CVA  SVM DT k-NN CVA 

0 66.7 80.0 70.0 83.3  93.3 100.0 93.3 90.0  96.7 86.7 96.7 96.7 

40 56.7 60.0 53.3 80.0  70.0 63.3 56.7 53.3  46.7 46.7 63.3 70.0 

80 73.3 50.0 70.0 56.7  80.0 73.3 83.3 60.0  46.7 33.3 36.7 66.7 

160 73.3 93.3 83.3 83.3  76.7 63.3 76.7 73.3  76.7 56.7 66.7 63.3 

Av. 67.5 70.8 69.2 75.8  80.0 75.0 77.5 69.2  66.7 55.9 65.9 74.2 
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this case, cultivars were classified for each dose 

separately. The classification of the triticale cultivars 

with obtained features is also a new study. The 

recognition rates of six cultivars are given in Table 4 

as an average of five-fold cross-validation for all 

classifiers. 

The average scores obtained in the test set are low 

for all classifiers because characters in the feature 

vectors of six cultivars are very close to each other for 

the same dose. When the feature vectors used in the 

training phase were classified by using SVM, DT, k-

NN, and CVA algorithms the average classification 

rates of 98.6%, 92.5%, 80.6%, and 71.4% were 

obtained for all cultivars and doses, respectively. 

In the third study, six triticale cultivars were 

classified by considering 120 feature vectors (four 

doses of N fertilizer × 30 feature vectors). The 96 

feature vectors were utilized in the training phase and 

the remaining 24 feature vectors were checked for 

each class in each fold, using the five-fold cross-

validation approach once more in this instance. The 

average recognition rates of five-fold cross-validation 

for six cultivars are shown in Table 5 for all 

classifiers. 

The recognition rates are lower than the previous 

experiments’ classification rates for all classifiers 

because the discriminatory power of features 

decreases and results in confusion when all features 

belonging to four doses are considered. Another 

reason behind the low recognition rates is that 

different cultivars have similar feature values which 

makes it more difficult to distinguish different classes 

with the learning algorithms. 

The SVM, DT, k-NN, and CVA algorithms were 

used to classify the feature vectors used in the training 

phase, and the average recognition rates for all 

cultivars were 57.6%, 70.1%, 64.2%, and 47.6%, 

respectively. 

When the feature vectors are normalized according 

to their average or maximum values the recognition 

rates decrease because the values of characters will be 

different from the original ones and they cannot 

correctly represent the yield and quality properties of 

the plant. 

In the last experiment, a PCA-based biplot was 

created to detect the combinations of cultivar and N 

dose with a high recognition rate by determining the 

correlation between the classifiers. According to the 

results obtained, it was expected that the 

combinations of the high recognition rate of the 

cultivars and N doses could be an effective way to 

separate the N doses suitable for the cultivars. When 

the biplot graph (Fig. 3) is examined, it is observed 

that there is a positive relationship between the 

classification models created based on both cultivars 

and N doses. In the classifications performed 

according to N doses, all classifiers were able to 

separate the Tatlicak cultivar at N40 and N80 doses, 

and the Presto cultivar at N40 and N160 doses. In the 

classification phase conducted under varieties, more 

varieties could be recognized with high accuracy. 

Melez was recognized with high accuracy at the N40 

dose, Karma and Sorti were recognized at the N160 

dose, and Tatlicak and Mikham at the N0 dose. Presto 

cultivar with N0 dose could be distinguished with 

high accuracy in both classifications.  

Different plant species have been successfully 

classified in the literature using many popular 

algorithms. In particular, wheat species classification 

with various algorithms has become widespread for 

Table 4 — The correct recognition rates as percentage of six triticale cultivars for each dose separately 

N 

(kg∙ha−1) 

0 40 80 160 

Cultivars SVM DT k-

NN 

CVA SVM DT k-

NN 

CVA SVM DT k-

NN 

CVA SVM DT k-

NN 

CVA 

Melez 53.3 40.0 60.0 63.3 53.3 36.7 63.3 63.3 26.7 33.3 56.7 46.7 53.3 13.3 60.0 43.3 

Presto 86.7 80.0 86.7 80.0 76.7 76.7 80.0 80.0 53.3 56.7 50.0 60.0 76.7 83.3 83.3 83.3 

Sorti 73.3 73.3 66.7 80.0 73.3 40.0 56.7 53.3 60.0 43.3 66.7 30.0 30.0 46.7 43.3 60.0 

Karma 50.0 26.7 43.3 56.7 63.3 46.7 56.7 66.7 70.0 73.3 76.7 60.0 66.7 33.3 50.0 26.7 

Tatlicak 53.3 56.7 53.3 60.0 76.7 73.3 76.7 93.3 80.0 76.7 80.0 76.7 60.0 63.3 76.7 66.7 

Mikham 66.7 43.3 36.7 43.3 50.0 30.0 43.3 76.7 20.0 30.0 26.7 40.0 56.7 63.3 33.3 66.7 

Average 63.9 53.3 57.8 63.9 65.6 50.6 62.8 72.2 51.7 52.2 59.4 52.2 57.2 50.5 57.8 57.8 
 

Table 5 — The correct recognition rates as percentage of six 

triticale cultivars when all doses are considered 

Cultivars SVM DT k-NN CVA 

Melez 16.7 33.3 33.3 27.5 

Presto 58.3 38.3 57.5 45.8 

Sorti 71.7 63.3 78.3 49.2 

Karma 20.8 13.3 5.8 22.5 

Tatlicak 57.5 59.2 59.2 43.3 

Mikham 55.0 35.8 41.7 35.0 

Average 46.7 40.6 46.0 37.2 
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many years.
10,14,17,31

 The wheat characters and wheat 

grains were also classified successfully.
14,15,32,33 

In the fertilizer classification, when the feature 

vectors utilized in the training phase were tested 

relatively higher recognition rates were obtained 

especially for SVM and DT methods. In the 

classification of training samples of six triticale 

cultivars, remarkable correct recognition rates were 

obtained when 30 feature vectors of each dose of N 

fertilizer were considered separately. However, low 

recognition rates were obtained when 120 feature 

vectors of all doses of N fertilizer were considered.  

Some researchers have analyzed different methods 

to provide recommendations using machine learning 

and deep learning algorithms to provide accurate 

crop-growing recommendations at a low cost.
11,12,34,35

 

In this study, we examined to select the appropriate N 

dose for triticale varieties classified using machine 

learning models. Considering the biplot results, a dose 

of N40 can be recommended for Tatlicak, Presto, and 

Melez, and a dose of N160 for Karma and Sorti. Since 

it is understood that higher N doses cause similar 

effects for Tatlicak and Presto, the lowest dose  

(40 kg∙N∙ha
−1

) may be preferred for economical 

fertilization. For cultivar that is not classified with a 

biplot appropriate N doses may be recommended 

based on closely related cultivars, or an average dose 

can be selected. 
 

Conclusions 

In this paper, the classification of both doses of N 

fertilizer and triticale cultivars with mentioned 

characters or features are newly proposed. It is 

concluded that all classifiers have relatively low 

performances in all classification stages. 

Nevertheless, such classifications can be very useful 

in the designation of unknown doses of N fertilizer for 

each cultivar. Also, classifications of various triticale 

cultivars and characters are very important in this 

field. It must be pointed out that the features of each 

dose need to be considered separately in the cultivar 

classification. 

If more particular characters are taken out for each 

dose of fertilizer and each cultivar, and the number of 

plants increases for each dose of fertilizer, better 

performance can be attained from the classification 

procedure. Additionally, differences between the 

samples of the same character taken from different 

cultivars and fertilizer doses are very important for 

good performance of classification. 

The results of this study introduced initial insight 

into estimating appropriate N doses for some triticale 

cultivars and will provide a background for future 

studies. Combining the results of this study and future 

comprehensive experiments will both offer a chance 

for researchers to develop new models and allow 

farmers to decide on the right fertilization preferences 

for growing crops. If these models can be integrated 

into mobile applications so that farmers can easily 

access recommendations for their future production, 

the agricultural sector can develop innovative ideas. 
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