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Autism spectrum disorder is a complex neurodevelopment disorder that affects an individual's social behavior. 
Microarray analysis is an extensively used technique to detect autism. Microarray data can provide additional insight into 
the etiology of the disorder. Identifying the specific set of genes associated with autism from complex microarray data poses 
a significant research challenge due to its high dimensionality. However, Gene subset selection is classified as an np-hard 
problem that can be handled by the meta-heuristic algorithm. In this paper, a novel meta-heuristic Game Theory Based 
Whale Optimization Algorithm is proposed. The proposed algorithm uses a two-person zero-sum game theory and 
convergence parameter to increase convergence rate and avoid local optima. The performance of the proposed algorithm is 
tested with 23 mathematical benchmark functions and compared with other state-of-the-art algorithms. Further, the proposed 
algorithm is employed as a wrapper-based gene subset selection model with a support vector machine. Furthermore, the 
outcomes demonstrate that the gene selection model utilizing a wrapper-based approach is capable of effectively identifying 
a subset of autism-related genes with desirable accuracy. 

Keywords: Autism spectrum disorder, Dimensionality reduction, Feature selection, Meta-heuristic, Whale optimization 
algorithm  

Introduction 
Autism is a complex neuro-developmental disorder 

that affects an individual’s social communication and 
behavior. The precise cause for autism is still 
unknown. Some risk factors that cause autism are 
siblings with autism, elderly parents, low birth 
weight, chemical imbalance, genetic factors, prenatal 
environmental, and stress. Microarray is a futuristic 
technology capable of analyzing thousands of genes 
simultaneously. These microarrays can be used to 
study gene expression, genome mapping, transcription 
factor, Single Nucleotide Polymorphism (SNP), 
pathogen identification, and toxicity.1 Autism 
microarray data represents the variability of 
expression values to the same class.2 Consequently, 
the existing gene selection methods3–5for cancer 
microarray data cannot be used for autism. Identifying 
the minimum subset of genes with high classification 
accuracy is the process of gene (feature) subset 
selection. Computationally this process is classified as 
an np-hard problem.6 Meta-heuristic approaches may 
provide a desirable solution.7 The primary aim of 

meta-heuristic approaches is to identify the global 
optimum solution from the vast solution space. This 
paper proposes a novel meta-heuristic, “Game Theory 
Based Whale Optimization Algorithm (GTBWOA)”. 
The proposed GTBWOA algorithm is used as a 
wrapper-based feature selection model to select the 
autism gene subset.  

A Whale Optimization Algorithm (WOA)8 has been 
proposed by Mirjalili & Lewis for solving a global 
optimization problem. It mimics the hunting behavior 
of a humpback whale by simulating operations such as 
search of prey, encircling prey, and bubble-net 
attacking. The variants of WOA algorithms proposed 
for solving global optimization problems are Levy 
Flight trajectory based WOA9, Improved chaotic map 
based WOA10, modified WOA11, Chaotic WOA12 and 
Hybrid WOA13, in which to mitigate the stagnation 
problem of the existing WOA, intelligent techniques 
are employed. An ensemble data mining technique2 for 
autism gene selection has been proposed by Latkowski 
& Osowski. In their work, data mining techniques such 
as Fisher discriminant analysis, ReliefF algorithm, 
Two-sample t-test, Kolmogorov–Smirnov test, Kruskal– 
Wallis test, Stepwise regression method, Feature 
correlation with class, and SVM-RFE (Support Vector 
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Machine-Recursive Feature Elimination) are applied to 
the microarray data. The subset of best features 
obtained is given as input to the classifiers. A two-stage 
classifier of Support Vector Machine (SVM) and 
Random Forest (RF) is used to analyze the 
performance of the selected gene subset. A hybrid 
model14 by Alzubi et al. comprises CMIM (Conditional 
Mutual Information Maximization) and SVM-RFE to 
select and classify the informative SNP from the 
normal ones for autism detection. A data-driven autism 
gene selection15 using signal processing and machine 
learning techniques has been proposed by Antovski  
et al. In their work, signal processing techniques are 
used for gene selection and machine learning 
algorithms like SVM, K-Nearest Neighbor (KNN), and 
RF techniques are used for classification. Detecting 
methylomic biomarker of autism has been 
demonstrated.16 In their work, Analysis of Variance 
(ANOVA) test, Chi-square, Mutual Information, 
Pearson’s correlation coefficient, and t-test are used for 
initial gene ranking. Later, RFE is used to refine the 
gene subset. The performance of the resultant gene 
subset is analyzed using logistic regression, SVM, 
KNN, RF, and Naïve Bayes. From the literature study, 
it has been identified that the variants of whale 
optimization algorithm suffer from local optima and 
premature convergence; hence, it is desirable to 
enhance the performance of existing WOA in both the 
intensification and diversification phase of the 
algorithm. Meanwhile, microarray data needs an 
algorithm to handle high dimensional data and identify 
autism genes subsets with high classification accuracy. 
Therefore, the primary contributions of this paper are:   

1. A Novel meta-heuristic Game Theory Based 
Whale Optimization Algorithm. 

2. Two-person zero-sum game theory is employed to 
update the whale position. 

3. A Convergence parameter (α) is introduced to 
avoid local optima. 

4. The proposed GTBWOA is utilized as a wrapper 
gene selection approach for selecting autism 
genes subset from high dimensional microarray 
data. 

 
Background Study 
 
Whale Optimization Algorithm 

The existing WOA8 involves three operations 
namely the encircling prey mechanism, the  
bubble-net attacking method, and the search for prey 
mechanism.  

Encircling Prey Mechanism 
As the optimal solution in the search space is 

unknown, this mechanism assumes that the whale 
with the maximum fitness is the optimal solution or 
near the optimal solution. Hence the entire search 
agent travels towards the identified optimal solution at 
the initial iteration. This mechanism is modeled as in 
Eq. (1) and Eq. (2). 
 

𝐷 |𝐶. �⃗�∗ 𝑡 �⃗� 𝑡 | … (1) 
 

�⃗� 𝑡 1  �⃗�∗ 𝑡 𝐴 .𝐷 … (2) 
 

where, t represents the current iteration, 𝐴 and 
𝐶denotes the coefficient vectors, 𝑋∗ represents the 
position vector of the best solution, �⃗� represents the 
position vector. The search agents will follow the 
current best whale to identify the prey. The coefficient 
vectors are calculated by Eq. (3) and Eq. (4). 

 

𝐴 2�⃗�. 𝑟 �⃗�                                                      … (3) 
 

𝐶 2. 𝑟 … (4) 
 

In this context, 𝑟 refers to the random vector, and �⃗� 
gradually decreases in a linear manner from 2 to 0. 
 
Bubble-Net Attacking Mechanism 

The bubble net attacking method further involves 
two more operations namely the “shrinking encircling 
mechanism” and the “spiral updating mechanism”. 
 
Shrinking Encircling Mechanism 

Increasing the value of ‘a’ in Eq. (3) achieves the 
shrinking encircling mechanism. As ‘a’ value 
decreases, the corresponding reduction in ‘A’ can be 
observed 
 
Spiral Updating Position 

It initially calculates the whale located position i.e., 
(x, y) and prey location at (x*,y*). To replicate the 
spiral movement resembling that of a whale, a cosine 
function is employed, as described in Eq. (5) 

 

�⃗� 𝑡 1  𝐷′⃗ . 𝑒 . cos 2𝜋𝑙 𝑋∗⃗ 𝑡               … (5) 
 

where, 𝐷′⃗  |𝑋∗⃗ 𝑡 �⃗� 𝑡 | indicates the distance 
between the ith whale and prey, b-constant, l- random 
no in [−1,1]. The factor that decides the switch 
between the “shrinking encircling mechanism” or the 
“spiral updating position” is given by the random 
variable p. Variable p has a 50% probability of 
choosing the spiral or circular movement of the whale 
which is modeled in Eq. (6). 
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�⃗� 𝑡 1
𝑋∗⃗ 𝑡 𝐴 . �⃗�𝑖𝑓𝑝 0.5

𝐷⃗ . 𝑒 . cos 2𝜋𝑙 𝑋∗⃗ 𝑡 𝑖𝑓𝑝 0.5
     … (6) 

 
Search for Prey 

Here a random search agent Xrand from the current 
population pool is chosen instead of the best agent 
with the highest fitness in the diversification phase. 
The search agent randomly searches for the best 
solution, mimicking the hunting behavior of whales. 
To control this random search, parameter A is 
engaged. When the value of 'A' exceeds 1, a random 
search agent is chosen, and the position of the whale 
is updated using Eq. (7) and Eq. (8). 

 

𝐷 |C⃗. X ⃗ X⃗ | … (7) 
 

�⃗� 𝑡 1  X ⃗ A⃗.𝐷 … (8) 
 

If the A value is less than 1, then the current search 
agent position is updated in Eq. (1) 
 

Methodology 
 

Data Pre-processing  
This module aims to simplify the gene selection 

process. Microarray data are high-dimensional 
voluminous datasets. In this paper, data pre-processing 
is carried out to reduce the number of genes. 
Subsequently, a t-test is conducted to pre-select the 
genes prior to the actual process of gene subset 
selection. From the literature, the t-test17 outperforms in 
filtering the genes with high classification accuracy 
compared with other statistical methods. Let MA(Pid, 
V) be the microarray data. Where, Pid is the probe id 
and V is the normalized signal value. Initially, the 
microarray data is divided into the autistic group and 
the non-autistic group. Let MA(Pid(A), V(A)) and 
MA(Pid(NA), V(NA)) be the autistic and non-autistic 
data respectively. A t-test is applied to the groups for 
identifying the p-values. Later, sort the p-values in 
ascending order. Select the genes with low p-values 
thus the filtered gene subset F[MA(Pid, V)] of size m is 
obtained. As a result of the preprocessing, 3000 genes 
from genomics data, 3000 genes from transcriptomics 
data, and 8000 CpG sites from epigenomics data are 
selected for further gene subset selection process. 
 

Gene Selection  
The proposed GTBWOA with SVM classifier is built 

together as a wrapper-based gene subset selection 
model. The reason behind the use of an SVM classifier 
is that it can perform well for a two-class problem. The 
GTBWOA is engaged as it can find the optimized 

solution in high-dimensional solution space. The 
GTBWOA is explained in detail in forthcoming section. 
The filtered gene subset of size m is given as input to the 
gene selection module as mentioned in Algorithm 1. The 
proposed GTBWOA algorithm identifies the genes 
subset. The performance of the selected genes subset is 
estimated in terms of classification accuracy of the SVM 
classifier, as mentioned in steps 2 and 3 of Algorithm 1. 
This process is repeated iteratively for N times until the 
gene subset achieves desirable classification accuracy. 
The frequently occurred genes are ranked based on their 
cumulative frequencies for all subsets of genes obtained 
as given in steps 4 and 5 of Algorithm 1. The selected 
genes with high rank are given as the output of this 
module. 
 

Algorithm 1: Gene Selection 
Input: F[MA(Pid, V)] 
Output: Autism Gene subset 𝐺𝑠 𝑖  
1:  while F[MA(Pid, V)] != null 
2:𝐺𝑠 𝑖 =GTBWOA(F[MA(Pid, V)]) 
3: CA= SVM (𝐺𝑠 𝑖 ) 
4: if CA is desirable 
5: Gene Ranking(𝐺𝑠 𝑖 ) 
6: else 
7: Go to step2 
8: end if 
9:  end while 
10: return 𝐺𝑠 𝑖  
 

Game Theory Based Whale Optimization Algorithm 
The proposed GTBWOA is the enhanced version 

of the existing WOA. A convergence parameter (α) 
and a two-person zero-sum coin matching game are 
introduced to enhance the existing WOA, as discussed 
in this section.  
 

Convergence Parameter 
In the existing WOA, search agents will follow the 

current best whale to identify the prey; hence there is 
a chance of local optima convergence. To avoid the 
trap of local optima, a convergence parameter (α) is 
introduced. The convergence parameter aims to 
reduce the magnitude of change of the search agents11 
following the current best in encircling prey 
mechanism or the random agent chosen in the search 
of prey mechanism. The convergence parameter (α) is 
the sum of coefficient vectors 𝐴 and 𝐶 as mentioned 
in Eq. (12). Hence the equation of encircling the prey, 
spiral updating position, and search of prey can be 
written as given in Eq. (9), Eq. (10), and Eq. (11), 
respectively 
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�⃗� 𝑡 1  
⃗∗ ⃗ . ⃗

 … (9) 
 

where, 𝐷
| ⃗. ⃗∗ ⃗ |

 
 

�⃗� 𝑡 1  
⃗ . . ∗⃗

 ... (10) 
 

where, 𝐷′⃗  
| ∗⃗ ⃗ |

  
 

�⃗� 𝑡 1  
⃗ ⃗. ⃗

 ... (11) 
 

where, 𝐷
| ⃗. ⃗ ⃗ |

  
 

𝛼 𝐴 𝐶 ... (12) 
 

Random Variable p 
The factor that decides the switch between the 

“shrinking encircling mechanism” or the “spiral 
updating position” is given by the random variable p.  
In the existing WOA, it is assumed that p has a  
50% probability of choosing the spiral or circular 
movement of the whale. To avoid premature 
convergence for the global optimization problem, 
modification is necessary to the diversification phase of 
the algorithm. Henceforth, a two-person zero-sum game 
theory18 is employed to decide the whale's position. The 
purpose of preferring game theory19 is to make 
appropriate decisions from choices of decisions. Let P1 
and P2 be the players with strategies X, Y respectively. 
Players P1 and P2 toss a fair coin simultaneously. The 
possible outcome is either head (H) or tail (T). This 
scenario is mathematically modeled as given in Eq. (13) 
and Eq. (14). 

 

P(X=x) = 
1 𝑖𝑓𝑥𝑖𝑠𝐻

1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 ... (13) 

 

P(Y=y) = 
1 𝑖𝑓𝑦𝑖𝑠𝑇

1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 ... (14) 

 

The winning condition for player P1 is when 
toss_coin(P1) = H and toss_coin(P2) = H. The winning 
condition for player P2 is when toss_coin (P2) =T and 
toss_coin(P2) =T. The coin is tossed again if 
toss_coin(P1) = H and toss_coin(P2) = T or toss_coin 
(P1) = T and toss_coin(P2) = H. When player P1 wins 
the game, the whale position is updated by encircling 
prey mechanism, i.e., Eq. (9), and when player P2 wins, 
the whale position is updated by spiral updating position, 
i.e., Eq. (10). The Bubble-Net Attacking strategy with 
two-person zero-sum game theory is mathematically 
modeled as given in Eq. (15). 

�⃗� 𝑡 1

∗⃗ ⃗ . ⃗
𝑖𝑓𝑝1 𝑤𝑖𝑛𝑠

⃗ . . ∗⃗
𝑖𝑓𝑝2 𝑤𝑖𝑛𝑠

 ... (15) 

 

Algorithm 2 explains the steps involved in the 
proposed GTBWOA. Initially, the population is 
initialized as given in step 2. The fitness is calculated 
for each search agent. The search agent with high 
fitness (X*) is the best search agent. For each search 
agent, update the parameters a, A, c, l, and compute α. 
Later, a coin toss game for players P1 and P2 was 
initiated. If P1 wins and |A| is less than 1, update whale 
position by encircling prey mechanism (Eq. 9) else 
update whale position by the search for prey 
mechanism, Eq. (11). If player P2 wins, then update 
whale position by spiral updating mechanism, Eq. (10). 
If player P1 and P2 end up in a draw, then again play 
the game. This process is carried out until maximum 
iteration. Finally, the best solution is returned as output.  
 

Algorithm 2: The Game Theory Based Whale 
Optimization Algorithm 
 

Input: F[MA(Pid, V)] 
 

Output: X*  
1. Initialization{ 
2. whale population Xi (i=1, 2, ..n) 
3. computefitness  
4. X* = best search agent} 
5. while (t<max_iteration) 
6. for (each whale) do 
7. update a, A, c and l 
8. α = A+C 
9. toss_coin (P1) 
10. toss_coin (P2) 
11. if(P1==H  &&  P2==H) 
12. if(|A| < 1) then 
13. update whale position by Eq. (9)  
14. else  
15. select random whale Xrand 
16. update whale position by Eq. (11) 
17. end if 
18. else if(P1==T  &&  P2==T) 
19. update whale position by Eq. (10)  
20. else 
21. go to step 10 
22. end if 
23. end for 
24. t=t+1 
25. end while} 
26. return X* 
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GTBWOA Wrapper Gene Selection 
To employ the proposed GTBWOA as a gene 

subset selector, it is necessary to formulate the 
following vital parameters. A random population P is 
generated to initialize the gene selection process. 
Fitness function20,21 as given in Eq. (16) is applied 
over the randomly generated population P. To each 
population, fitness is calculated and the population 
with the highest fitness is marked as prey X* and the 
search agents move towards the identified prey. 

 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝛼𝜀 𝐺𝑠 𝛽
| |

| |
 ... (16) 

 

where, α and β represent the relative importance of error 
and feature respectively, β = α-1 and 𝜀 𝐺𝑠  represent the 
error of the gene subset Gs by the SVM classifier. In a 
meta-heuristic algorithm formulating the solution, space 
is as important as designing the fitness function. Here 
the solution space contains a one-dimensional array 
named S with s binary elements. The value "1" 
represents the gene selected, where "0" represents the 
corresponding gene that is not selected. Since feature 
selection is a binary problem, the solution space is 
denoted by 0 or 1 and it is necessary to transfer the 
continuous numerical values into the discrete binary 
form. From the literature, the V-shaped transfer 
function20 is used. The transfer functions V2, V3, V4 
provide the denotable result on comparing with function 
V1. The proposed GTBWOA works as a gene selection 
algorithm for the given microarray dataset with these 
discussed parameters.  
 
Results and Discussion 

This section presents the description of the results 
and insights derived from the simulation. 
 
Performance of GTBWOA 

The proposed GTBWOA algorithm is simulated 
using MATLAB R2017B and tested over 23 
mathematical benchmark functions which in turn 
contain 7 monomodal functions, 6 polymodal functions, 
and 10 fixed dimension polymodal functions.8 The 
objective is to obtain the fmin value for the benchmark 
function from the given range of solution space. Here 30 
search agents were employed with 500 iterations. The 
mean and standard deviation of the 23 mathematical 
functions is contrasted with those of other cutting-edge 
algorithms such as WOA8, Particle Swarm Optimization 
(PSO)22, Gravitational Search Algorithm (GSA)23, 
Differential Evolution (DE)24 given in Supplementary 
File 1. The search agent position is decided by the two-

person zero-sum game theory. The utilization of the 
convergence parameter (α) in the proposed GTBWOA 
results in a lower standard deviation compared to other 
algorithms, thereby enhancing its effectiveness. This, in 
turn, implies that the algorithm has avoided premature 
convergence by a diverse population. The proposed 
GTBWOA has outperformed in the monomodal and 
polymodal function compared with other cutting-edge 
algorithms. The existing WOA algorithm has performed 
well in the fixed dimension polymodal functions f15and 
f18. The average and standard deviation of the proposed 
GTBWOA is contrasted with modified WOA11 and 
Levy Flight Trajectory-based WOA9 as given in 
Supplementary File 2. The proposed GTBWOA 
algorithm achieves the fmin value with less standard 
deviation for the given 23 mathematical benchmark 
functions. 
 
Convergence of GTBWOA 

The convergence ability of the proposed GTBWOA 
for monomodal, polymodal, and fixed dimension 
polymodal benchmark functions is depicted in Figs 1–3. 
From the graph, the proposed GTBWOA algorithm 
performs well for both monomodal and polymodal 

 
 

Fig. 1 — Convergence rate of GTBWOA over monomodal 
functions 
 

 
 

Fig. 2 — Convergence rate of GTBWOA over polymodal
functions 
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functions. Whereas the convergence of the proposed 
GTBWOA is high in fixed dimension polymodal 
functions f15 and f18. 
 
Performance of GTBWOA for Gene Selection 
 
Dataset  

The microarray dataset comprises of Genomics, 
Epigenomics, and Transcriptomics microarray dataset. 
For implementation purposes, pre-processed microarray 
data from Gene Expression Omnibus (GEO) with 
accession number GSE25507(25) (Genomics), 
GSE26415(26) (Transcriptomics), and GSE27044(27) 
(Epigenomics) is used. The GSE25507 microarray 
dataset comprises gene expression of 82 autistic children 
and 64 matched controls. The dataset GSE26415 
comprises gene profiling data from 21 individuals 
diagnosed with autism and 21 healthy mothers having 
children with autism. The gene profile of 42 individuals 
with autism was compared to a control group consisting 
of individuals of the same age, sex, and IQ. The 
GSE27044 data comprises 27,578 CpG site DNA 
Methylation profile studies of autistic children with their 
non-autistic sibling as control. All three microarray 
datasets contain two classes. 
 
Experimental Setup 

The proposed gene selection methodology is 
implemented with MATLAB R2017B. The obtained 
gene subset is classified using SVM, KNN, ANN 
(Artificial Neural Network), and Random forest with 
default hyper-parameters. The performance evaluation 
of the proposed gene selection methodology is 
conducted in this study using k-fold cross-validation. To 
address the inherent randomness of the proposed 
GTBWOA algorithm, ten consecutive runs are averaged 
and presented in the table for thorough analysis. To 
validate the efficiency of the proposed GTBWOA, a 

comparison with filter-based techniques such as 
Information gain, ReliefF, FCBF (Fast Correlation 
Based Filter) and wrapper-based approaches like GA, 
PSO, ACO (Ant Colony Optimization) have been 
carried out. 
 
Performance Analysis 

The performance of the proposed GTBWOA  
as a wrapper gene selection algorithm is analyzed 
using metrics such as classification accuracy, 
precision, recall, F1 score, and error rate as  
mentioned in Eq. (17), Eq. (18), Eq. (19), Eq. (20), 
and Eq. (21), respectively. The metrics precision, 
recall, accuracy, and F1 score should increase, and the 
error rate should decrease so that the proposed 
GTBWOA performs well compared with other 
approaches.  

 

𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦  ... (17) 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  ... (18) 
 

𝑅𝑒𝑐𝑎𝑙𝑙  ... (19) 
 

𝐹1 𝑠𝑐𝑜𝑟𝑒 2
  

  
                       ... (20) 

 

𝐸𝑟𝑟𝑜𝑟𝑟𝑎𝑡𝑒  ... (21) 
 

where, the terms TP (True Positive), TN (True 
Negative), FP (False Positive), and FN (False 
Negative) represent components of the evaluation 
metrics. The performance of the proposed GTBWOA 
for top-ranked 200 genes of genomics and 
transcriptomics data is tabulated in Table 1 and  
Table 2, respectively. The performance of top-ranked 
500 CpG sites of epigenomics data is depicted in 
Table 3. 

From the comparative study, it is inferred that the 
proposed GTBWOA could find the global best 
solution from high dimensional data by avoiding local 
optima and premature convergence. GTBWOA 
outperforms other comparative gene selection models 
with high precision, recall, accuracy, F1 score, and 
low error rate. The obtained result of the proposed 
gene selection model is benchmarked with existing 
methods as given in Table 4. 

Since the proposed wrapper-based gene subset 
selection model uses GTBWOA for gene subset 
selection it outperforms the existing gene selection 
methods with high accuracy and a minimum number 
of genes as depicted in Table 4.  

 
 

Fig. 3 — Convergence rate of GTBWOA over fixed dimension
polymodal functions 
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Table 1 — Performance analysis of genomics data 

Feature selection technique Classifier Precision(↑) Recall(↑) Accuracy(↑) Error(↓) F1score(↑) 

Information gain 

SVM 66.12% 65.15% 64.84% 35.15% 65.64% 
KNN 69.23% 57.69% 58.59% 41.40% 62.93% 
ANN 75.38% 65.33% 67.18% 32.81% 70% 
Random forest 70.76% 63.01% 64.06% 35.93% 66.66% 

ReliefF 

SVM 66.15% 65.15% 64.84% 35.15% 65.64% 

KNN 69.23% 57.69% 58.59% 41.40% 62.93% 

ANN 55.38% 62.06% 60.15% 39.84% 58.53% 

Random forest 56.92% 50% 49.21% 50.78% 53.23% 

FCBF 

SVM 66.15% 65.15% 64.84% 35.16% 65.65% 

KNN 69.23% 57.69% 58.59% 41.41% 62.93% 

ANN 78.46% 68% 70.31% 29.69% 72.86% 

Random forest 69.23% 58.44% 59.38% 40.63% 63.38% 

GA 

SVM 90% 93.10% 91.67% 8.33% 91.53% 

KNN 86.67% 94.20% 90.67% 9.33% 90.28% 

ANN 87.33% 91.61% 89.67% 10.33% 89.42% 
Random forest 88.67% 90.48% 89.67% 10.33% 89.56% 

PSO 

SVM 88.67% 89.26% 89.00% 11% 88.96% 

KNN 87.33% 88.51% 88% 12% 87.92% 

ANN 88% 89.19% 88.67% 11.33% 88.59% 
Random forest 88.67% 89.86% 89.33% 10.67% 89.26% 

ACO 

SVM 88% 88.59% 88.33% 11.67% 88.29% 

KNN 86.67% 87.25% 87% 13% 86.96% 

ANN 84.67% 86.9% 85.67% 14.33% 85.52% 

Random forest 86% 87.76% 87.00% 13% 86.87% 

GTBWOA 
(proposed) 

SVM 98% 98.66% 98.33% 1.67% 98.33% 

KNN 95.33% 94.70% 95% 5% 95.02% 

ANN 96.67% 97.32% 94.44% 5.56% 96.99% 
Random forest 95.33% 96.62% 92.50% 7.50% 95.97% 

 

Table 2 — Performance analysis of transcriptomics data 

Feature selection 
technique 

Classifier Precision(↑) Recall(↑) Accuracy(↑) Error(↓) F1score(↑) 

Information gain 

SVM 58.54% 61.54% 61.90% 38.10% 60% 
KNN 41.46% 43.59% 45.24% 54.76% 42.50% 
ANN 56.10% 53.49% 54.76% 45.24% 54.76% 
Random forest 36.59% 37.50% 39.29% 60.71% 37.04% 

ReliefF 

SVM 58.54% 61.54% 61.90% 38.10% 60% 
KNN 41.46% 43.59% 45.24% 54.76% 42.50% 
ANN 60.98% 52.08% 53.57% 46.43% 56.18% 
Random forest 53.66% 52.38% 53.57% 46.43% 53.01% 

FCBF 

SVM 58.54% 61.54% 61.90% 38.10% 60% 
KNN 41.46% 43.59% 45.24% 54.76% 42.50% 
ANN 46.34% 50% 51.19% 48.81% 48.10% 
Random forest 56.10% 47.92% 48.81% 51.19% 51.69% 

GA 

SVM 94.67% 93.42% 94% 6% 94.04% 
KNN 93.33% 90.32% 91.67% 8.33% 91.80% 
ANN 94% 92.76% 93.33% 6.67% 93.8% 
Random forest 95.33% 91.67% 93.33% 6.67% 9.46% 

(Contd) 
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Table 2 — Performance analysis of transcriptomics data 

Feature selection 
technique 

Classifier Precision(↑) Recall(↑) Accuracy(↑) Error(↓) F1score(↑) 

PSO 

SVM 92.67% 90.26% 91.33% 8.67% 91.45% 
KNN 92% 93.88% 93% 7% 92.93% 
ANN 93.33% 94.59% 94% 6% 93% 
Random forest 92.67% 92.05% 92.33% 7.67% 92.36% 

ACO 

SVM 96% 95.36% 95.67% 4.33% 95.68% 
KNN 94.67% 94.04% 94.33% 5.67% 94.35% 
ANN 94.67% 95.95% 95.33% 4.67% 95.30% 
Random forest 94% 95.92% 95% 5% 94.95% 

GTBWOA 
(proposed) 

SVM 99.33% 98.68% 99% 1% 99% 
KNN 94.67% 95.95% 95.33% 4.67% 95.30% 
ANN 94.67% 93.42% 94% 6% 94.04% 
Random forest 94% 93.38% 93.67% 6.33% 93.69% 

 

Table 3 — Performance analysis of epigenomics data 

Feature selection technique Classifier Precision(↑) Recall(↑) Accuracy(↑) Error(↓) F1score(↑) 

Information gain 

SVM 51.67% 48.44% 48.33% 51.67% 50% 
KNN 60.83% 50.69% 50.83% 49.17% 55.30% 
ANN 57.50% 46.62% 45.83% 54.17% 51.49% 
Random forest 65% 53.06% 53.75% 46.25% 58.43% 

ReliefF 

SVM 51.67% 48.44% 48.33% 51.67% 50% 
KNN 60.83% 50.69% 50.83% 49.17% 55.30% 
ANN 52.50% 50.81% 50.83% 49.17% 51.64% 
Random forest 57.50% 50.74% 50.83% 49.17% 53.91% 

FCBF 

SVM 51.67% 48.44% 48.33% 51.67% 50% 
KNN 60.83% 50.69% 50.83% 49.17% 55.30% 
ANN 43.33% 49.06% 49.17% 50.83% 46.02% 
Random forest 62.50% 55.15% 55.83% 44.17% 58.59% 

GA 

SVM 96% 95.36% 95.67% 4.33% 95.68% 
KNN 94.67% 94.04% 94.33% 5.67% 94.35% 
ANN 94.67% 95.95% 95.33% 4.67% 95.30% 
Random forest 94% 95.92% 95% 5% 94.95% 

PSO 

SVM 89.33% 91.16% 90.33% 9.67% 90.24% 
KNN 90% 91.84% 91% 9% 90.91% 
ANN 92% 90.79% 91.33% 8.67% 91.39% 
Random forest 93.33% 9.96% 96.67% 6.33% 93.65% 

ACO 

SVM 92.67% 90.26% 91.33% 8.67% 91.45% 
KNN 92% 93.88% 93% 7% 92.93% 
ANN 93.33% 94.59% 94% 6% 93.96% 
Random forest 92.67% 92.05% 92.33% 7.76% 92.36% 

GTBWOA 
(proposed) 

SVM 96% 96.64% 96.33% 3.67% 96.2% 
KNN 94.67% 94.04% 94.33% 5.67% 94.35% 
ANN 98.67% 99.33% 99% 1% 99% 
Random forest 98% 97.5% 97.67% 2.33% 97.67% 

 

Table 4 — Comparison with existing work 
Dataset Existing work Accuracy Proposed GTBWOA accuracy 

GSE25507 Antovski et al.15 99%(300 genes) 98.33% (200 genes) 

GSE26415 
Kim et al.28 93.80% 

99% 
Sekaran et al.29 97.6% 

GSE27044 Feng et al.16 99.7(678 CpG site) 99% (500 CpG site) 
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Conclusions 
Autism gene subset selection from high dimensional 

microarray dataset is a significant research challenge. 
This paper aims to contribute towards etiology by 
identifying the autism genes subset. Therefore, a novel 
meta-heuristic GTBWOA algorithm has been proposed. 
The idea of introducing a convergence parameter and 
two-person zero-sum game theory to the existing WOA 
algorithm has obtained efficient results. The proposed 
GTBWOA outperforms existing WOA and other 
cutting-edge algorithms. The proposed GTBWOA has 
overcome local optima and increased the convergence 
rate with a diverse population. The proposed GTBWOA 
is employed as a wrapper-based gene selection model 
with an SVM classifier. The proposed GTBWOA 
algorithm is comparatively the best in identifying autism 
gene subsets with high accuracy from high dimensional, 
non-linear, and scattered data. As a potential future 
direction, the proposed approach could be extended to 
encompass real-time clinical trials involving complex 
diseases, as well as diverse engineering domains where 
the attainment of global optima is crucial. 
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