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Abstract
Background/Objectives: To select optimal software requirements by introducing Multi-objective Teacher-Learning-
Artificial Bee Colony Optimization. Methods/Statistical Analysis: Teaching learning based optimization for the 
multi-objective software requirements selection has two objectives of minimized cost and maximum client satisfaction. 
Similarly the constraints namely interaction constraints and cost threshold constraints are considered. However, the 
efficiency of the software product development can be improved further when more efficient optimization techniques is 
used for the selection of software requirements along with consideration of more objectives and more constraints in larger 
real datasets. Findings: In this article, a hybrid optimization technique named Multi-Objective Teacher-Learning Artificial 
Bee Colony Optimization (MOTLABC) is proposed with set of multiple objectives and constraints. The objectives are 
minimum cost, maximum client satisfaction, minimum time consumption and maximum reliability. The constraints such 
as time threshold constraint, interaction constraints and cost threshold constraints are considered. The hybrid approach of 
MOTLABC with the above objectives improves the collection of set of needs for the development of the software. The Pareto 
optimal problem occurs in multi objective optimization solutions is resolved by the use of Pareto tournament function. 
Improvements/Applications: The experimental consequences prove that they obtained results perform improved than 
algorithms proposed in the literature.

1. Introduction
Software product development is a difficult practice com-
posing of computer programming, documenting, testing 
and bug fixing carried out by the software engineers in 
developing the applications and frameworks based on the 
client requirements. The main objective of some software 
concern is for providing greatest satisfying services to the 
clients with the consideration for the allowable resource 
limits. However when the number of requirements 
increases the task of balancing the budget and the satis-
faction of clients becomes difficult. This creates a scenario 
where the software concerns focuses either on the budget 
of development on their side or the client satisfaction on 

the other side. In order to tackle these kinds of situations, 
the software requirements selection and optimization 
becomes more important and challenging processes for 
the software concerns. In requirements selection and 
optimization, the major assignment is to choose the 
optimal set of needs from the available large amount of 
candidates to maintain the production budget and also 
to satisfy the clients. A minor deviation in this process 
results in loss for the concern either by over-limiting bud-
get or loss of clients due to dissatisfaction. Selecting the 
requirements with the minimization of implementing the 
expenditure and developing the client fulfillment are the 
two conflicting objectives and are prepared as a Multi-
objective Next Release problem. The Teaching-learning 
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based optimization has been developed for the multi-
objective software requirement selection. It includes two 
constraints namely the interaction constraints and the 
cost threshold constraints. Teaching-learning based opti-
mization enhances the efficiency of the software product 
development. However the efficiency can be further 
improved when the more efficient optimization algo-
rithms like the swarm intelligent based optimizations are 
employed along with the consideration of more number 
of objectives and the more constraints for the software 
development.

Hence in this paper, a hybrid optimization approach 
called Multi-Objective Teacher Learning Artificial Bee 
Colony (MOTLABC) optimization is developed by com-
bining the features of Teacher-Learning and Artificial 
Bee Colony. MOTLABC includes multiple objectives and 
constraints for the efficient requirement selection. The 
objectives namely minimum cost, maximum client sat-
isfaction, minimum time consumption and maximum 
reliability are considered while the constraints includes 
the time threshold constraint, interaction constraint 
and cost threshold constraint are considered. The Pareto 
optimal problem is occurring due to the multiple objec-
tives and the constraints are resolved by the use of a 
Pareto tournament function. Thus by using the multiple 
objectives and constraints, the proposed hybrid optimi-
zation approach of MOTLABC enhances the selection of 
requirements in the software product development.

In1 proposed Teacher Learning Based Optimization 
(TLBO) method for non linear optimization problems. It 
defines how the influence of a teacher affects the output 
of the learners in the class. The TLBO defines the opti-
mization problem, initialize the population size, calculate 
the mean of the population in teacher phase, learners 
increase their knowledge with the help of their mutual 
interactions, and it terminates the process if it reaches the 
criteria. The advantages are that it need not require any 
parameters to work, and its less computational effort and 
high consistency.  

In2 proposed stochastic 2m+1 PEM to solve optimi-
zation problem. The main aim of this method is to find 
the optimal generation output of units. In this study, IBA 
algorithm is used to exchange the information. It uses the 
2m+1 PEM to classify the uncertainty in load demand 
and wind speed. The advantages of this method are effec-
tive utilization of energy resources and the reduction in 
emission. 

In3 defines SBSE as, an approach in Software 
Engineering which Search-Based Optimization (SBO) 
algorithms are used. This algorithm is used to identify the 
problems in the software engineering. It offers solution 
for the automated and semi automated problems which 
are applied throughout the software engineering lifecycle. 

In4 proposed a Modified Teaching–Learning-Based 
Optimization (MTLBO) algorithm. This algorithm mod-
ifies the teacher’s and learner’s phase of original TLBO 
algorithm. The author normalizes the objective functions 
by using the Fuzzy method. The optimal location is found 
by analyzing the solutions stored in the repository by 
using the Pareto method. This method increases the con-
vergence velocity and accuracy of TLBO and decreases 
the cost and minimizes the losses. To improve the perfor-
mance, additional objective functions are needed.

In5 proposed an Improved Teaching–Learning-Based 
Optimization (ITLBO) for the energy management opti-
mization. This algorithm uses different rules to generate 
new vectors of continuous and discrete variables. After 
the new vectors generation, the author uses Pareto-based 
approach, Fuzzy-based clustering and Niching technique 
to obtain better pareto-optimal solutions. This algorithm 
can reduce the cost and loss of the system.

In6 proposed a modified teaching-learning algorithm 
where the author introduces a modified phase with the 
original TLA algorithm. Modified phase is used for 
obtaining the better optimal solutions, less computational 
time and improve meet in the robustness of a TLA algo-
rithm.

In7 proposed a Teaching–Learning-Based 
Optimization (TLBO) algorithm for the parameter opti-
mization in the manufacturing industries. The author 
uses this algorithm to achieve an optimal parameter set-
ting. By using this, the manufacturers can decrease the 
cost of the product and minimizes the loss rejections.

In8 proposed an elitist teaching-learning-based 
optimization algorithm. The author implements this 
algorithm to find the best solutions by replacing the worst 
solutions based on the size of elite. This algorithm shows 
better performance on unconstrained optimization prob-
lems. 

In9 proposed a modified teaching–learning-based 
optimization algorithm. Modification is done by introduc-
ing more than one teacher for learners. Such modification 
in TLBO can speed up the searching process and maxi-
mizes the convergence rate. The author implements this 
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algorithm on thermal system to customize the huge num-
ber of variables and objective functions.

In10 proposed MQHDE technique to give the solution 
for MONRP. It has strengths of Quantum Computing, 
Differential Evolution and Genetic Algorithm. The 
MONRP features achieving high performance in the 
basis of convergence to Pareto-optimal front, good spread 
among the obtained Pareto-optimal front solutions. The 
advantages of this technique are fast convergence and 
obtaining more number of solutions. It is tested using 
Spread and Hyper Volume metrics.

In11 introduces a method “Ant Colony System” to select 
the effective solution from the variety of solutions. It com-
pares the Greedy Randomized Adaptive Search Procedure 
and Non-dominated Sorting Genetic Algorithm. The goal 
of this paper is to offer a set of solutions to the develop-
ers and stakeholders a set of possibilities satisfying several 
objectives of the Pareto front.

In12 proposed a new multi objective stochastic frame-
work based on the chance of constrained programming. 
This technique uses the jointly distributed random vari-
ables method, it calculates the meet of electrical and heat 
load requirement while maintain the cost below the spec-
ified value. The framework additionally uses the hybrid 
modified cuckoo search algorithm to extract the Pareto 
optimal surface for the minimum cost and maximize the 
customer satisfaction.

2. Multi-Objective Optimization 
Problem (MOP)
A common MOP is described as reducing (or exploit-
ing) F(x) = (f1(x), f2(x) . . . fk(x)) focus to gi(x) ≤ 0, i = 
1,2,....m and hj(x) = 0, j = 1,2,...p and x ∊ Ω. A MOP solu-
tion reduces (or exploits) the elements of a vector F(x) 
wherein x refers the n-dimensional decision variable vec-
tor x = (x1, x2, . . . , xn) from a few space Ω; and gi(x) ≤ 
0 and hj(x) = 0 denote limitations that should be satisfied 
as reducing (or exploiting) F(x) and Ω includes the entire 
achievable x which can be utilized for satisfying an esti-
mation of F(x). 

Therefore, a MOP includes k objectives signified as k 
objective functions along with m inequality and p equal-
ity restrictions on the objective functions and n decision 
variables. The estimation function F defined as the map-
ping from the vector of decision variables to output 

vectors. The output vector which convinces (m + p) the 
restrictions is identified as a possible solution and the 
group of each possible solution composes the possible 
region.

2.1 Pareto Optimality
A solution x ∊ Ω is said to be Pareto optimal in order to Ω 
if and only if there is no x’∊ Ω for which v = F(x’) = (f1(x’), 
f2(x’), . . . , fk(x’)) controls u = F(x) = (f1(x), f2(x), . . . , fk(x)). 

On the other hand, the solution x* is referred Pareto 
optimal, if there exists no other possible solution x, which 
would reduces a number of criterion without causing a 
instantaneous raise in at least one added criterion.

2.2 Pareto Dominance
A vector u = (u1,u2,....uk) is said to dominate the other 
vector v = (v1,v2,...vk) if and only if u is moderately less 
than v, i.e., ∀ i ∊ {1,2,....k}, ui ≤ vi and  ∃ i∊{1,2,...k}:ui < 
vi. 

A solution is said to Pareto dominate the other, if the 
initial solution is not inferior to the subsequent solution 
in every objectives, and there is at least one objective 
where it is improved. 

2.3 Pareto Optimal Set
For a given MOP, F(x), and the Pareto Optimal Set P* is 
denoted as follows: 

P* = {x ∊ Ω | ¬ x’∊ Ω F (x’) ≼ F(x)}.
The Pareto optimal set consists all solutions that can 

satisfy the condition of Pareto dominance.

2.4 Pareto Front
For a given MOP,F(x), and Pareto Optimal Set, P*, the 
Pareto Front PF* is defined as 

PF* = {u = F(x) | x ∊ P*}.
Pareto front is acquired while the Pareto optimal set is 

plotted on an objective space. 
The idea of Pareto Optimality is integral to the hypoth-

esis and explaining of MOPs. 
In Multi–Objective Optimization (MOO), the two 

different goals are making progress towards the Pareto-
optimal front and sustaining a different group of solutions 
in the front. Because both the goals are significant, a valu-
able MOO algorithm should accomplish both of them 
surrounded by the reasonable computational endeavor.
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3. Multi-Objective Next Release 
Problem 
This section explains the software necessities for selection 
procedure as a Multi-objective Next Release Problem as 
formulated by13

Given is a presented software package, there is a group 
C consisting of m consumers. 

C = {c1, c2, c3... cm}, 
Whose necessities are to be measured for the next 

release of the product. 
The group of necessities proposed by the consumers 

for the next release is defined by follows:
R = {r1, r2, r3... rn}         (3)
Every consumer has a level of significance for the 

company based on factors such as reliability in instruc-
tions, payment conditions, and integrity etc. which be 
able to be exposed by a weight factor. The group of com-
parative weights related with every consumer cj (1 ≤ j ≤ 
m) is defined by follow:

Weight = {w1, w2, w3,......,wm}       (4)
where wj ∊ [0,1]. 
For accomplishing every necessity, resources such 

as manpower, hardware and software tools are required, 
which may be converted by means of costs. The cost 
related with every necessity ri (1 ≤ i ≤ n) for its accom-
plishment is selected by 

Cost = {cost1, cost2, cost3, .....costn}       (5)
Since all the necessities are not regularly significant 

for the consumers, every consumer cj (1 ≤ j ≤ m) allocates 
a value for necessity ri ( 1 ≤ i ≤ n), defined by value (ri,cj). 
The score of necessity ri can be computed as 

j i j
1

w *value(r ,c )
=

=∑
m

i
j

score        (6)

The decision vector x = {x1, x2, x3, .....xn } ∊{0,1} speci-
fies the necessities which are to be incorporated in the 
next release of the product.

The time consumed can be designated as

1 2 nTime {time , time ,  ..,  time }= …   (7)
Reliability can be designated as the probability of case 

failures to the number of cases considered. It is measured 
in terms of mean time between the failures.

Mean Time Between Failure(MTBT)
Mean Time TO Failure(MTTT)  Mean Time To Repair(MTTR)

=
= +

ireliability

The objectives to optimize minimum cost, maximum 
client satisfaction (score), minimum time consumption 
and maximum reliability can be formulated as

1 i i
1

minimize f cost *x
=

=∑
n

i

       (8)

2 i i
1

maximize f score *x
=

=∑
n

i

      (9)

3 i i
1

minimize f time *x
=

=∑
n

i

      (10)

4 i i
1

maximize f reliability *x
=

=∑
n

i

     (11)

The major goal in implementing the MONRP is for 
finding the group of necessities which are to be incor-
porated in the next release of the software product by 
reducing the cost and at the same time by improving the 
consumer fulfillment with less time consumption and 
highest reliability.

The problem constraints are needed to maintain the 
selection of optimal requirement selection. The time 
threshold constraint t L , interaction constraints IL  and 
cost threshold constraints C L are considered.

i C
1

time L
=

≤∑
n

i

      (12)

I i jL r r= ⊕        (13)

i C
1

cost L
=

≤∑
n

i

       (14)

Where ir and jr  are the requirements.

3.1 Teaching–Learning-based Optimization
Teacher-learning based optimization method14depends 
on manipulate of a teacher on the performance of students 
learning in a class. TLBO employs the set of learners as the 
population of solutions to determine the global solution. 
In TLBO the design variables are equivalent to special 
subjects of the learners while their results are equivalent 
to the fitness. The teacher is the most learned person 
the teacher is considered as the best solution initially in 
TLBO. TLBO performs in two phases of processing. The 
first phase is the ‘Teacher phase’ while the second phase 
is the ‘Learner phase’. In teacher phase, learning is from 
the teacher and in learner phase, the learning is through 
interaction between the learners.
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3.1.1 Initialization
N = number of learners in class. 

D = number of subjects presented to the learners.
MAXIT = maximum number of permissible itera-

tions.
Population X is randomly initialized by a search space 

enclosed by matrix of N rows and D columns. 
The jth parameter of the ith learner is assigned values 

randomly using the Equation
x0

(i,j) = xj
min   + rand ×( xj

max  -   xj
min     (15)

where rand refers a uniformly distributed random 
variable within the range (0, 1),xj

min and xj
max denotes the 

minimum and maximum value for jth parameter.
The parameters of ith learner for the generation g are
xg

(i,j) = [xg
(i,1), x

g
(i,2), x

g
(i,3),….. x

g
(i,j)  …………. x

g
(i,D)    (16)

3.1.2 Teacher phase
The mean parameter Mg of each subject of the learners in 
the class at generation g is given as

mg  =  [m1
g   m2

g   m3
g  ………. mj

g   ………mD
g ]    (17)

The learner having least objective function value is 
measured as the teacher xg

Teacher for the particular itera-
tion. The teacher processes the algorithm by means of 
changing the mean of learners towards the new teacher. 
In order to acquire a new group of enhanced learners, the 
random weighted differential vector is produced from the 
current mean and the preferred mean parameters which 
are added to the current population.

xnewg 
(i) =xg 

(i) + rand ×( xg
Teacher – TFM

g  )    (18)
TF is the teaching factor which chooses the value of 

mean to be altered. Value of TF can be either 1 or 2. The 
value of TF is chosen randomly with the equivalent prob-
ability as,

TF = round [1 + rand(0,1){2-1}]     (19)
TF is not a parameter of the TLBO algorithm. The 

value of TF is not known as an input in the algorithm 
and its value is randomly determined by the above equa-
tion. After performing the amount of experiments on the 
benchmark functions, it is finalized that the algorithm 
performs better when the value of TF is between 1 and 
2. But the algorithm is established as it performs much 
better if the TF value is either 1 or 2. So, in order to sim-
plify the algorithm, the teaching factor is recommended 
to take either 1 or 2 based on the rounding up constraints.

If Xnewg
(i) is established to be advanced learner than 

xg
(i)  in generation g, and it substitutes the inferior learner 

xg
(i)    in the matrix.

3.1.3 Learner phase
The interaction among the learners takes place in the 
learners phase. The mutual interaction process enhances 
the learner’s knowledge. The random interaction among 
learners advances the knowledge. For a given learner 
xg

(i)  another learner xg
(r) is randomly chosen (i ≠ r). The 

ith parameter of the matrix xnew in the learner phase is 
expressed as

( ) ( )( ) ( )( ) ( )

( )( )
( ) *

( )

( ) ( )

( ) + × − <= 
+ × −

g g g g g
i i r i rg

i g g g
i ir

X rand X X iff X f X
Xnew

X rand X X otherwise

    (20)

3.2  Multi Objective Teacher-Learning- 
Artificial Bee Colony Optimization
Teaching Learning Based Optimization (TLBO) and 
Artificial Bee Colony (ABC) algorithm is the population 
based on modern method of optimization utilized for 
solving the different complex engineering and real time 
applications. To acquire the best solution for the com-
plex problem, it desires extra time and consequences in 
performance degradation. The hybridization of both the 
algorithms will provide solutions for a complex problem 
quickly.

3.2.1 MOTLABC Algorithm  
Input 

Population size S, Maximum iterations K 
Create a random initial population of learners xi   i€1,s 
For each k 
For each s 
Update learners through teachers 
Select m particle randomly apply ABC algorithm 
Set pt =xi

(t+1)   iff (xi
(t+1)  ) <f(pt)

Set g =arg min f(pt)
Check termination condition 
End s
End k 
The convergence of OTLBO is guaranteed because of 

the elitism preservation strategy. A learner moves only if 
the movement will lower the objective function.

3.2.2 Artificial Bee Colony Algorithm for 
Requirement Selection 
ABC approach15 is a Meta heuristic population based 
method. Solution for the optimization problem is denoted 
by every test case. The quality of each selected require-
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ment is computed by the fitness rate of a problem. The 
work proposes by using the ABC algorithm to produce 
an optimize requirement selection and it will include all 
feasible independent paths with the requirement specifi-
cation. The algorithm steps as follows 

Initialization Phase
Population size S, Maximum iterations K 
DO AGAIN
Employed Bees Phase
Onlooker Bees Phase
Scout Bees Phase
Memorize the best solution achieved so far
UNTIL (Cycle = Maximum Cycle Number or a 

Maximum
CPU time)
•	 In initialization phase, the population of food 

(Solutions) is initialized by artificial scout bees 
and control parameters are set.

•	 2. Investigate for an executable state and calcu-
late the testnode.

•	 3. Initialize the current path as cycle=1
•	 4. Do again
•	 5. Construct initial food sites randomly accord-

ing to
Solution using:
Xij= Xjmin + rand (Xjmax-Xjmin)
Rand (0, 1)
•	 6.  Requirements are searched within the range 

of initialized boundary values.
•	 7. Greedy selection process is applied for select-

ing requirement. 
•	 8. Calculate the fitness value for selected require-

ments. 
•	 9. Requirement with maximum fitness rate is 

selected by onlookers’ bee and leaves the rest.
•	 10. Similar process is continued till specific 

requirement with maximum fitness rate obtained. 
•	 11. Return the selected requirement to main 

algorithm.
•	 12. New Test case selection by scout bee in next 

iteration.

4. Experimental Results
In this section, the performance evaluation of the pro-
posed MOTLABC is performed by describing the 
experimental methodology, the datasets and comparing 

the performance results of MOTLABC with MO-TLBO 
method. The performances are evaluated with the interms 
of hyper-volume (HV) indicator, spread indicator and 
Number of non-dominated solutions (NDS).

4.1 Experimental Methodology
Each experiment is carried out with 100 independent 
runs as the optimization is a stochastic algorithm. The 
average results of the 100 runs are given in the following 
sections. The results generated by MOTLABC are com-
pared with MOTLBO.

4.2 Dataset Description
The effectiveness of the MOTLABC algorithm is tested 
by using the two real time datasets. The datasets are con-
strained by using the four different improvement endeavor 
boundaries 30%, 50%, 70% and 100% in order to evaluate 
the proposed hybrid approach at four different instances 
in the dataset. The performance is also evaluated with-
out the effort limit. The first dataset is taken from16. And 
it involves 20 necessities and 5 consumers with the 10 
necessity interactions. The second dataset was proposed 
by11. It contains 100 necessities and 5 clients with the 44 
necessity interactions.

The datasets includes the improvement endeavor 
related to every necessity, the level of priority assigned 
to every necessity for every consumer, and the interac-
tions constraints. The priority level for each necessity 
takes the values from 1 to 5 depending on the level of 
significance. These values can be understood as follows: 
1. Not significant necessity, 2. Insignificant necessity, 3. 
Significant necessity, 4. Very significant necessity, and 5. 
Exceedingly significant necessity. Every necessity has a 
related improvement cost endeavor which is predictable 
in terms of a score between 1 and 10. Finally, the group 
of suggestion and combination interactions between the 
necessities is also considered. Additionally every con-
sumer has a comparative significance in the decision 
making which can be determined by the interaction con-
straints.

The normalized points used for the datasets are shown 
in the Table 1.

4.3 Results and Discussion
The results of the MOTLABC performance evaluated in 
four different instances of effort limits are compared with 



Indian Journal of Science and Technology 7Vol 9 (34) | September 2016 | www.indjst.org 

N. Ranjith and A. Marimuthu

MOTLBO in terms of HV indicator, spread indicator and 
number of NDS.

Table 1. Datasets main properties and HV reference 
points

Dataset 1 20 necessities, 5 consumers, 10 interactions 
restraints

( ), (0,0)=minr cost satisfaction
 

( ), (85,893)=maxr cost satisfaction
Dataset 2 100 necessities, 5 consumers, 44 interactions 

restraints
 ( ), (0,0)=minr cost satisfaction
 

( ), (1037,2656)=maxr cost satisfaction

4.3.1 Hyper-Volume (HV) Results
The results of MOTLABC are compared with MOTLBO 
in terms of HV. The results are shown in average HV and 
the standard deviation of 100 independent runs for the 2 
datasets with the four instances of effort boundaries and 
without the limit. Therefore a total of 8 instances have 
been analyzed and the results are obtained. For a better 
optimization, the HV indicator must be higher as possible 
in order to obtain better quality results. Table 2 and Table 
3 show the comparison in terms of Average HV and stan-
dard deviation for two datasets.

Table 2. Average HV and standard deviation of the 
results for the 4 instances of dataset 1

Dataset 1
Effort 
boundary

MOTLBO
Mean ± Std. 
Deviation

MOTLABC
Mean ± Std. Deviation

30% 42.981% ± 1.10e-5 54.892% ± 1.11e-5
50% 56.219% ± 2.61e-4 62.567% ± 2.12e-4
70% 62.837% ± 3.24e-4 68.769% ± 2.81e-4
Without 
effort limit

66.562% ± 1.14e-3 74.897% ± 1.21e-3

Table 3. Average HV and standard deviation of the 
results for the 4 instances of dataset 2

Dataset 2
Effort boundary

MOTLBO
Mean ± Std. 
Deviation

MOTLABC
Mean ± Std. 
Deviation

30% 43.182% ± 1.10e-2 55.541% ± 1.1e-2

50% 53.122% ± 2.61e-2 61.234% ± 2.21e-2
70% 59.992% ± 3.24e-3 67.879% ± 2.76e-3
Without effort 
limit

64.126% ± 1.14e-3 72.654% ± 1.03e-3

The obtained results show that the MOTLABC pres-
ents very low dispersions for the all endeavor boundary 
tested and hence it can be proved that the entire signifi-
cant enhancement is achieved by using MOTLABC. It 
also shows that the MO-TLBO is capable to discover the 
search space better than the other approaches published, 
and therefore, the solutions provided for the necessities 
selection problem will be of better quality.

4.3.2 Spread Results
The spread indicator results are shown in Table 4 and 5. 
For obtaining the better performance, the spread indica-
tor must be low.

Table 4. Average spread and standard deviation of the 
results for the 4 instances of dataset 1

Dataset 1
Effort boundary

MOTLBO
Mean ± Std. 
Deviation

MOTLABC
Mean ± Std. 
Deviation

30% 0.52 ± 0.01 0.48 ± 0.009
50% 0.46 ± 0.01 0.44 ± 0.01
70% 0.40 ±0.02 0.37 ±0.01
Without effort limit 0.38 ±0.04 0.35 ±0.02

Table 5. Average spread and standard deviation of the 
results for the 4 instances of dataset 2

Dataset 2
Effort boundary

MOTLBO
Mean ± Std. 
Deviation

MOTLABC
Mean ± Std. 
Deviation

30% 0.45 ± 0.02 0.40 ± 0.01
50% 0.41 ± 0.02 0.38 ± 0.01
70% 0.36 ±0.02 0.34 ±0.02
Without effort limit 0.34 ±0.03 0.31 ±0.02

The results of the proposed MOTLABC show that it 
provides better results than the MOTLBO in all the cases 
with the reduced standard deviation, thus providing 
distribution of solutions in all effort boundaries. It also 
shows that the MOTLABC provides the group of opti-
mal solutions which present more variety than the results 
acquired by MOTLBO.
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4.3.3 Number of NDS
The average number of NDS is compared in Tables 6 
and 7. In multi-objective optimization, the more optimal 
solutions found, the better for the human expert when the 
selection of the final solution has to be performed. Hence 
the number of non-dominated solutions has to be com-
pared to find its efficiency. For better results, the number 
of NDS must be higher.

Table 6. Average number of NDS and standard 
deviation of the results for the 4 instances of dataset 1

Dataset 1
Effort boundary

MOTLBO
Mean ± Std. 
Deviation

MOTLABC
Mean ± Std. 
Deviation

30% 15 ± 0.00 17.8 ± 0.00
50% 24.16 ± 0.18 28.76 ± 0.12
70% 32.95 ± 1.12 36.21 ± 1.00
Without effort limit 41.85 ± 1.36 48.98 ± 1.13

Table 7. Average number of NDS and standard 
deviation of the results for the 4 instances of dataset 2

Dataset 2
Effort boundary

MOTLBO
Mean ± Std. 
Deviation

MOTLABC
Mean ± Std. 
Deviation

30% 129 ± 7.57 144.25 ± 6.23
50% 136.13 ± 7.60 154.78 ± 6.57
70% 144.85 ± 7.93 160.12 ± 6.89
Without effort limit 152.55 ± 7.90 169.09 ± 7.10

The results in the tables show that MOTLABC obtains 
a higher number of non-dominated solutions in every 
case. The results show that MOTLABC provides more 
number of optimal set of solutions.

5. Conclusion
In this article, the hybrid approach of Multi-Objective 
Teacher-Learning Artificial Bee Colony (MOTLABC) 
optimization is proposed to resolve the software require-
ments selection problem. The proposed hybrid approach 
also includes a Pareto tournament function to resolve 
the Pareto optimal problem. MOTLABC includes mul-
tiple objectives and constraints such that the addition of 
more objectives enhances the selection process of optimal 
solutions. The comparison of the experimental results 
of MOTLABC with MOTLBO shows that the optimal 
set of requirements can be selected efficiently using the 

proposed hybrid approach of MOTLABC in all the cases. 
The experiments conducted on the two real time datas-
ets proves that the MOTLABC has better performance in 
terms of HV indicator, spread indicator and number of 
NDS.
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