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1.  Introduction

Cloud computing is a technology which provides
infrastructure, platform and software as service1. It
is not compulsory that a cloud platform should be
virtualized. If the platform is virtualized then it leads to
the increase in the resource availability and flexibility of
their management. It also reduces cost and requires less
hardware. Also the user’s job request will be processed
in a short period of time. System virtualization refers to
the techniques which divide the physical machine into
a number of virtual machines that runs concurrently
sharing the same physical resources1. In the proposed
system we are implementing a multi-server queuing
model to process the users request effectively and within
a very short period of time7.

2.  Proposed System

Our proposed system will be implemented using finite
Multi Server Queuing Model to process the users request
effectively and within short period of time6. First the
user’s request will be send to the Dispatcher Pool of the
Cloud Service Provider8. The Dispatcher Pool allocates a
queue for the request based on the throughput which is
calculated in the virtual machine9. The existing system is
in a FIFO manner i.e. the first request send by the user
will be processed first. The modification done in our
system is, we will set a specific priority to process the
job. Dispatcher Pool dispatches the request based on the
priority, so that job is managed efficiently5.

The users request will be send to the dispatcher pool
of the cloud service provider11. The dispatcher pool will 
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send the request to the queue 1or queue 2 alternatively 
and throughput is calculated in the Virtual Machines for 
effective data processing. By calculating the throughput 
of the virtual machines, the queue can effective allocate 
the job12.

3.  Methodology used

•	 Client
•	 Dispatcher Pool
•	 Throughput Calculation
•	 Priority Monitoring

3.1 Client
User is the entry module of this project where by request 
the data to the server. Server monitors the query used and 
transfers the data to the user13. Cloud server (or) cloud 
service provider is the main server, where it handles the 
query and schedules the query according to the user 
request and forwards to the dispatcher pool4.

3.2 Dispatcher Pool
Dispatcher pool forwards the data to the queries like 
queue 1 and queue 22. This will get user’s job and divide 
the work and forwards it to queues. Dispatcher pool 
schedules the query and transfers to either queue1, 
queue2 respectively14.

3.3 Throughput Calculation
Throughput calculation is made on the data received 
versus data sent. Throughput is calculated in the virtual 

machine which is deployed after queue storage15. The 
throughput is usually measured in bits per second (bit/s 
or bps), and sometimes in data packets per second or data 
packets per time slot14.The system throughput or aggregate 
throughput is the sum of the data rates that are delivered 
to all terminals in a network16.

3.4 Priority Monitoring
Priority Monitoring is also by setting the data with high/
medium/low priority status17. High priority request is 
handled first, then the medium priority finally the low 
priority request. The video files are given the highest 
priority followed by the image files and text files. So if the 
high priority request is handled first then the other low 
priority requests can be processed within a short period 
of time rather than handling the low priority requests 
first18.

Figure 2.    Client side registration.

Figure 1.    Architecture diagram of users request getting granted using multi-server 
queuing model10. 
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4.  Experimental Result

Thus proposed system helps clients request to be processed 
in a short time according to a certain priority depending 
upon the type of file19. The system also minimizes the 
loss of data packets while processing the request and also 
reduces the waiting time of the request.

Figure 3.    Dispatcher pool assigning jobs based on priority of 
the request dispatcher pool that gives priority to the file based 
on the throughput.

Figure 4.    Files that are to be downloaded are selected and the 
destination folder where the files are to be saved are given.

5.  Conclusion

Virtualization is becoming a key technology to enable 
deploying efficient and cost-effective cloud computing 
platforms. However, current network I/O virtualization 
models still suffer from performance and scalability 
limitations. In this paper, we used showed that VMs 
exhibit poor reception, transmission and forwarding 
throughputs. Through profiling the physical resources, 
we proved that the I/O channels mechanism prevents 
the guests from achieving line rate throughput. I/O 
communication between the driver domain and the 
guests is shown to be the most expensive in memory 
transactions. Memory transactions are limited by the long 
memory latency which represents a hardware bottleneck 
of the system. To overcome this limitation, we proposed 
a packet aggregation mechanism that allows to transfer 
containers of packets at once. This results in a more 
efficient I/O communication. Experimental evaluation 
shows that the proposed packet aggregation mechanism 
significantly improves the networking performance.
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