
Abstract 
Objectives: To classify the satellite images into different land use/land cover classes such as water, building, cropland, 
forest, etc, to monitor the environmental impacts. Method: In this paper, images are grouped into various clusters using 
a novel SVD trace function clustering algorithm. The clustered samples are used as a training set in a novel unsupervised 
Ensemble Minimization Learning algorithm (EML) for classification. The main aim of using EML is to classify the forest, 
vegetative land patterns, build up area in rural and urban areas with the use of best accuracy rate. Finding: Our proposed 
methods provides 90.56% classification rate with low error rate. This EML applies multinomial probit model and ensembles 
simulated data set and improves the learning of nonlinear relationships between the classified attributes. Multinomial 
probit model is used to bring all the related possible segmented values to fall into one single category, thus increasing 
the classification accuracy. Our proposed methods experimented with three different real data sets. The experimental 
results indicate that our proposed unsupervised model outperforms than the previous techniques. Application: It 
could be using for land use/land cover change detection, under water object identification, coastal area monitoring, etc. 
Improvement: In future it could be apply in video data and could be improve the classification accuracy also.
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1.  Introduction
Land use/land cover classification is a fundamental 
component for the terrestrial ecosystem that plays a major 
role in exchanging energy, hydrological process and bio-
chemical process on the surface of the earth. Forest and 
vegetation cover refers to the green cover as seen from 
lowest point of the total statistical surface. This is regarded 
as an important parameter that decides on regional cli-
mate modelling, weather prediction and global weather 
change studies. A classification of automatic remotely 
sensed images for crop discrimination was established 
the highest overall classification accuracy of 92.8%1,2. 

Classification of urban areas is important for monitoring, 
planning etc. and to study the environmental impact. An 
Inter-Cluster Separation (ICS) algorithm can be used to 
get better dithered images in terms of Frequency Weighted 
Mean Squared Error (FWMSE)3. In order to do this; it is 
advised to classify the urban and rural areas accurately 
and comprehensively using remote sensing satellite data 
and the changes in the remotely sensed images can be 
detected by using Expectation-Maximization-based Level 
Set (EMLS)4,5. Remote sensing is a feasible method to 
generate vegetation and forest cover images because of 
its ability to generate impartial and broad data of land 
surface6–9.
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This large topographic image seems to possess low 
quality pixels, false and mixed colouring to a larger degree; 
making it a challenging task for image classification10. The 
major disadvantage of these large topographical images 
is its noise and delimiters could reduce the accuracy of 
classifying it with prior methods and it can be improved 
by object classification methods. Certain parameters are 
combined in certain researches like combining color and 
spatial information with FCM with restricted member-
ship rules11,12. In further researches, the membership rules 
were adjusted and used for determining the weighted 
factors using weighted FCM clustered algorithm. If the 
clustering is done based on class center of the topo-
graphical maps, color features may not provide a major 
significance13–15. Problems like blur effects, partial-color 
and graduated color can be eradicated like to a certain 
extent using fuzzy based technique.

These methods perform well with small topographic 
images and a larger problem will occur in that image. The 
cause due to this problem is that, it requires large scaling 
and long computation of the resultant image for clustering 
and classification16–18. Certain number of distance met-
ric unsupervised and supervised learning algorithms is 
emerging now-a-days19, 20. In many classes, label informa-
tion is unavailable that makes the supervised learning as 
an inefficient one21,22. To solve this, unsupervised learning 
using set of clusters with maximum inter cluster severabil-
ity methods are used23–25. Large and complex areas in urban 
cities and its spatial development can be evaluated by using 
the strength of remote sensing satellites based on change 
detection studies26–30 and the lower resolution data in the 
images can be detected by using land-cover changes31–33.

In our method, both clustering and classification is 
done for large topographical images to analyze the veg-
etative land patterns. Here, three various timelines were 
selected in order to cluster the images and classifying it 
based on the training samples. This is done to find the 
availability of vegetative land patterns on a specified 
region and identifying the type of vegetative field e.g., 
wheat, rice, paddy, etc., through classification. Finally, a 
third level analysis of shrinkage or increase in vegetative 
land is done to find the availability of vegetative field in 
the particular area. Initially, clustering is done using a 
novel SVD trace function that separates the cluster with 
less imbalanced clustering region in given topographi-
cal image. These clustered samples are further used as 
classes for a novel unsupervised Ensemble Minimization 
Learning algorithm (EML) learning. This method uses 

multinomial probit model or Multinomial Probit Fit 
(MPF) to avoid the regression fit problems during ensem-
ble learning and categorizing correctly the clustered 
samples to vegetative land. Tested samples prove that the 
novel technique is efficient and further the classified labels 
were used for subtracting the size and dense of vegetative 
land pattern in a particular region. These above two novel 
unsupervised algorithms were used for clustering and 
classification process.

The organization of this paper is represented as 
follows: Section 2 deals with the proposed methodology 
and to prepare the topographical image for further stages. 
Section 3 analyses the clustering and classification prin-
ciple proposed to improve the level of accuracy of finding 
the vegetative field. Section 5 presents the experimental 
results in terms of efficiency and accuracy. Section 6 and 
section 7, we discuss the results with existing methods 
and concluding it with remarks.

2.  Methodologies

2.1  Study Area
The state province of Tamil Nadu, India covers an area 
of 130,058 km2 that comprises a wide variety of ecosys-
tems and landscapes. Tamil Nadu a leading producer of 
agricultural products in India with a cultivated area of 
5.60 million hectares in 2009 - 10 and this is been reduc-
ing abundantly. Our study area is based on the district of 
Kanyakumari, Tamil Nadu. Due to urbanization, the land 
patterns have reduced strictly and this leads to the degra-
dation in the cultivation of the food crops. The crop field 
data contains a land pattern of 1000 plots that were col-
lected in between three timelines. The data was collected 
from http//earthexplorer.usgs.gov/, and http//bhuvan.
nrsc.gov.in/. Apart from the vegetation and forest cover, 
other regions including houses, lakes, roads were included 
in this larger topographical image. A National Forest 
Inventory (NFI) method is cost-effective and accurate 
way to forecast large areas of forest land attributes.

2.2  Feature Extraction
For feature extraction, the dimensionality of the space 
feature is typically greater than the range of the train-
ing set. It is called as Under Sample Problem (USP). A 
traditional classifier such as LDA (Linear Discriminant 
Analysis), often fails when faced by USP. One solution is to 
minimize the feature space’s dimensionality by using the 
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to be a preliminary concept in our proposed approach 
that clusters the given land pattern of two varied time-
lines into several clusters using SVD trace function. SVD 
is an approach of an advanced linear algebra38. This is fol-
lowed by classification of the clustered samples based on 
proposed EML algorithm that uses MPF to classify accu-
rately the vegetative land patterns. This is further applied 
to third level of the resultant model that uses a similarity 
measure to find the total vegetative land area shown in 
Figure 2. 

3.  �Land Pattern Classification 
Model

The land pattern classification model consists of three 
modules that include three stages of processing the larger 
topographical maps. In the initial stage, the image is clus-
tered, in the intermediate stage it is classified and in final 
stage a similarity measure is applied to identify the real 
objective of the research. 

3.1  SVD Trace Clustering Algorithm
SVD is an approach of an advanced linear algebra. The 
classification accuracy is influenced significantly by the 
training set of data in case of classification problems. But 
imbalanced class distribution of data is frequently occur 
in real-time applications i.e., a small amount of data are 
in minority class and a large amount of the data are in 
majority class. During this case, the classifier inclines to 
predict that almost all of the incoming data belongs to the 
majority class when each and every data are used to be the 

Principal Components Analysis (PCA) or the Multilinear 
Subspace Analysis (MSA). Unfortunately, some dis-
criminant data is surplus by MSA and PCA. An unequal 
sized clusters, outliers and noise can be treated by using 
Alternative Hard C-Means AFCM and Alternative Fuzzy 
C-Means AHCM method34–36. 

Initially, we create a nearest neighbour region for each 
sample to model the local geometrical structure of the 
underlying manifold and initiate Local Differential Scatter 
Discriminant Criterion (LDSDC). Consequently depends 
upon LDSDC, a constraint optimization problem with a 
new objective function is developed. Then, an unconstraint 
optimization problem is relocated by the optimization prob-
lem37. Conversely, it’s very tough to solve an unconstraint 
optimization problem. By employing the gradient method 
on two unknown matrices iteratively and correspondingly 
is started, the above problem can be solved. This changes 
us to propose an algorithm that guarantees the objective 
function meets and an optimal projection matrix is found. 

On the other hand an iterative algorithm called 
LSBFE algorithm was proposed to solve the optimiza-
tion problem based on two sub-models which is shown 
in Figure 1. After the objective function meets to a single 
point, we attain a converged subspace matrix W*. Then, 
we scheme the samples into a low-dimensional subspace 
by *T

Y W X= . LSBFE algorithm consists of two layer 
structures such as output and input layer. 

Instead of conventional method of Eigen value 
decomposition, a new proposed LSBFE is introduced. 
This algorithm guarantees the union of iterative process. 
The new algorithm has been tested on forest, vegetation 
land patterns, lakes, reservoirs etc.

2.3  Classification Model
Larger topographical maps can be segmented to cluster 
the image than classifying it. Thus, classification is taken 

Figure 1.  LSBFE algorithm. Figure 2.  Texture extraction and classification procedure.
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training data. Hence, it’s vital to choose the appropriate 
training data for classification within the unbalanced class 
distribution issue. In a training dataset, there will be more 
samples in one class when compared to other which hap-
pened during the issue of imbalanced class distribution. 
A little amount of samples is occupied by minority class 
whereas large amount of samples is occupied by majority 
class in an imbalanced dataset. During this case, a classi-
fier sometimes inclines to ignore the minority class fully 
and predict the majority class samples. These problems 
can be overcome by using an unsupervised SVD Trace 
clustering algorithm39. Unsupervised learning is an art 
that manifest the geometric relationship between the data. 
Due to the presence of imbalanced clusters between the 
clustered images, we go for Neighbourhood Component 
Analysis (NCA). To achieve better closeness and to reduce 
the unbalanced clusters, Singular Value Decomposition 
(SVD) matrix is applied as an objective function over the 
unsupervised samples. This can achieve the closeness as 
well as the balanced clusters in the resultant image.

In a classification task, the impact of imbalanced class 
distribution issue is frequently disregarded. Numerous 
studies concentrated on enhancing the classification 
accuracy yet did not consider the imbalanced class dis-
tribution issue. Subsequently, the classifiers which are 
developed by these studies lose the capacity to accurately 
foresee the correct decision class for the datasets in the 
minority class samples which the amount of minority 
class samples is lower than the majority class samples40. 
The issue of imbalanced data is frequently associated 
with asymmetric costs of misclassifying elements of vari-
ous classes. Moreover at learning time, the true costs of 
misclassification may be unidentified and the test data 
distribution might differ from that of the learning sam-
ples. The imbalanced data set has some issues which are 
caused by the normal classifier for example; 1. The classi-
fier will work on data drained from the same distribution 
as the training data. 2. Accuracy is increased. In this study, 
we propose a novel cluster-based SVD Trace algorithm to 
overcome the problems of imbalanced clusters.

Singular Value Decomposition (SVD) can be appeared 
at from three equally well-suited standpoint. On the one 
hand, we can see it as a method for translating a set of 
uncorrelated variables by a correlated one that better 
expose the different relationships along with the origi-
nal data items41. Simultaneously, SVD is a method for 
identifying and ordering the dimensions along which 
data points reveal the most discrepancy. This binds in to 

the third method of viewing SVD, which is that once we 
have recognized where the most difference is, it’s feasi-
ble to determine the best estimation of the original data 
points using fewer dimensions. Hence, data reduction is 
obtained by using SVD method.

The pseudo code of the SVD trace clustering is shown 
in Figure 3. This unsupervised NCA uses cluster SVD 
matrix as a trace or objective function that is expressed as:

	 ( ) ( ), = TOF V S tr S PS � (1)

This SVD trace function having cluster SVD matrix is 
represented S as:

	
1

{ } ,
0

i j
i j n k
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∈
= 


� (2)

Increasing the SVD trace function directly increases the 
imbalanced cluster having numerous amount of sample. 
The numerous samples can be reduced by increasing the 
threshold of the edges using Otsu threshold over the clus-
tered samples. This leads to the reduction of acquiring 
large number of cluster for the given topographical image. 
Thus Otsu threshold of SVD trace function leads to less 
number of clustered samples that is defined as:

	 ( ) ( ). . ( )T Ts O S PS SO P O S== � (3)

The Equation (1) and (2) can be improved to:

	 ( ) ( ), t
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Where, 
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Thus the cluster size is reduced using Otsuthres 
holding over an objective function defined in Equation 

Figure 3.  SVD trace clustering of large topographical 
images.
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like ( , , , )v K l m for a neighborhood Klein Graph, GK. 
The adjacency matrix for G1 of the nearest cluster G2 for 
mapping is shown in Equation (10):

	 21 ( )KI l
m

Α − − Α � (10)

The distance between the clusters defined in terms of 
its distance K is found by the Eigen values which is shown 
in Equation (11):

	 21 ( ) ( ) 4( )
2

Kl m l m m− ± − + − � (11)

The between the clusters in terms of strong regular 
graphs is defined as:

	 ( 1) ( 1)v K K Km l− − = − − � (12)

This provides a strong relation between the clustered 
points in the topographical maps and the clusters are made 
to get crowded. This increases the accuracy of clustering 
than previous approaches and the topographical images is 
processed and designed specifically by this is method. 

Clustering is the technique in which the data classes 
can be separated by similar features and it is also used in 
data mining. A clustering comes under an unsupervised 
algorithm and it is different from classification algo-
rithm. So, we proposed a novel EML algorithm to form 
a clustered pattern. These patterns will classify the veg-
etative land patterns and buildings, lakes, houses etc. The 
shape and size of the objects are unknown, so it comes 
under unsupervised learning. The accuracy of the images 
can be obtained by the classification.

3.2  EML Classification Algorithm
With the clustered samples, we worked out EML to provide 
an unsupervised learning on the clustered patterns and 
correctly classifying the vegetative land patterns. Here the 
unsupervised operation on clustered samples is performed 
in three stages. Initial stage includes ensemble learning of 
the clustered patterns in the finite space. Here the indi-
vidual decisions of the clusters are not taken into account, 
whereas group decisions of all the samples are considered. 
Second stage involves improving the decision making of 
the ensemble learning using Montgomery-Odlyzko law 
that uses Eigen value dependency between the clustered 
samples. In third stage or in third phase, dependency in 
second stage and classification and weighted averaging for 
regression in first stage is improved using MPF. The whole 

(1). Reduction in cluster size could reduce the unbalancing 
of clustered samples in the target space. Further reduc-
tion in dimensionality could be achieved by throwing 
away the irrelevant neighbourhood components using 
sparse identification matrix. Application of sparse matrix 
over Equation (5) helps in finding out the zero valued 
clusters in the clustered image. This reduces further the 
clustered irrelevant or zero valued samples and is shown 
in Equation (6):

	 ( )o oS sparse s= � (6)

To reduce this and to achieve the balancing in cluster, 
So with zero values in the clusters are eliminated. Non-
zero valued clusters helps in reducing the redundant 
information with better qualified clusters. The clustered 
size with reduced clusters could thus be defined as in 
Equation (7):

	 ( ) ( ), TOF V N tr N PN= � (7)

The weighted clustered matrix N can be written as in 
Equation (8):

	 1 2[ , ,..., ]kZ z z z= � (8)

The usage of sparse matrix helps in reducing the 
overfitting problem in weighted clustered matrix with tth 
column. Here the overfitting is avoided using a penalty 
factor called sparse matrix. Thus, the unsupervised NCA 
problem could be formulated with a transformation, A:

	 ( ) 2max
T

T

PN N
tr PNN x− Α � (9)

Maximizing this trace function could increase the 
expected number of correctly classified points also but 
non-linearity arises when maximizing the trace func-
tion [qin 2015]. This non-linearity is previously avoided 
through Equation (4)-(6), through thresholding and 
sparse matrix technique. As reported in [qin 2015], fur-
ther iterative approach to calculate the A and N is avoided 
using this technique. This is time consuming and after car-
rying out this we found a slight misalignment in clustered 
samples. So, we considered unit neighbourhood graph 
technique called Klein Graph technique that provides an 
interconnection between the neighbourhoods clustered 
samples. Using same edge set and vertex set, with a pair of 
vertices lying in a distance K can bring closely or can bring 
an interconnection between the relevant clustered set. N 
can be regarded as an adjacency matrix with parameters 
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Thus the probability distribution of the spacing between 
the clusters is further improved using:

	
2

4
1( )

2
S

p S Se
Π−Π= � (14)

This mean value of weighted distribution further 
increases the decision making process a more accurate 
one in ensemble learning. Thus, reducing a rate of error 
while classifying the clusters and minimizes the error.

Step 3: Regression fit/MPF
At the stage of ensemble unsupervised learning, the 

error minimized clustered samples further undergoes 
regression problem. Despite mean value, regression fit is 
an important problem in unsupervised approach that is 
been addressed in this research. Here using Multinomial 
Probit analysis or MPF, we improve the dependency of 
the same cluster in irrelevant class. To improve the depen-
dency, latent variable is achieved by using the Equation 
(13) which is as follows:

	   pq p q pqzh a x= + � (15)

Where zi, row vector contains independent variables 
(observed) for the pth decision making cluster vari-
able. This latent variable reduces further the regression 
fit problems in ensemble unsupervised learning using 
Equation (15). Thus the rate of error is further reduced to 
a vast extent thus making this EL as Error Minimization 
Learning or Ensemble Minimization Learning (EML).

By using this EML algorithm, the error can be 
minimized and the accuracy of the image is obtained. So, 
by using the SVD trace and EML algorithm overall accu-
racy of the image clustered from the topographic image can 
be improved because the image obtained from the satellite 
is blurred due to weather disturbances and environmental 
changes. Then, the error can also be minimized.

4. Results
The following results were achieved for land use/land 
cover classification (Table 1 and 2, 111).

4.1  Barren Rocky
The rock exposures of changeable lithology frequently 
lacking and desolate of vegetation and soil cover and 
not appropriate for agriculture and it is known as bar-
ren rocky. It arises at the loose fragments of boulders or 
amidst hill forests as openings or speckled as inaccessible 
exposures or as sheet rocks on plains and plateau. It also 

process is repeated in loops until all the clustered samples 
are classified correctly. Using our proposed EML, mini-
mization of error in unsupervised learning is achieved to 
a larger extent.

Step 1: Initial phase/Ensemble Learning
Ensemble Learning (EL) learns a set of samples rather 

than individual samples that combines the prediction of all 
these sampled sets. This ensemble unsupervised classifier 
error rate better than random guessing of new variables. 
This learning uses both parametric approximation that 
optimizes posterior Probability Density Function (PDF) 
and variation approximation learning where whole func-
tion is optimized. The ensemble learning between two 
probability distribution function (p,q) is defined as:

	 ( )( , ) ln ( ) ln
( )v

q q vEL q p EL q v dv
p p v

 
= = 

  ∫ � (12)

( , )EL q p Measures the difference between the 
probability density between the distribution function 
p(v) and q(v). Here when the cluster values are same, the 
difference is densities become zero. 

The main aim of EL is to reduce the misfit between the 
PDF of the two clusters and its parametric approximation. 
The Kullback-Leibler divergence over these two cluster 
distributions is done to find the posterior PDF approxi-
mation that is defined as:

	
( , )( , ) ( , ) ln

( , , | )S

q SEL q p q S d dS
p Sq

qq q
q

=
Χ ℵ∫ ∫ � (13)

where, S is the latent variable of the data X from parameter 
q  for attaining more clarity. q(S, θ) of the posterior PDF 
is taken simple for achieving better computation. This is 
achieved by considering selected dependences between 
the clusters and not all clusters are considered.

Step 2: Decision making/Montgomery-Odlyzko Law
Montgomery-Odlyzko Law considers the statistically 

identical clusters in the Gaussian unitary ensemble with 
the cluster dependencies taken using Eigen value spac-
ing. This law considers the empirical observation of the 
spacing distribution between the successive nontrivial 
clusters in the vector space. The following equation can 
be used to satisfy the inequalities between the clusters. 
For order sequence, the Eigen values are represented 
as: 1 1... ...n nl l l +< < < <  and the normalized spacing 
between the clusters is given by 1( ) / 'n nS sl l+= − where

1' ( )n ns l l+= − is the mean spacing between the clusters. 
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includes brick kilns or gravel pit or quarry. The best results 
were obtained for Liss-3 (PA = 100.0 % and UA = 97.3%). 
In general, this land was reliably identified (with PA 
and UA more than 85%) excluding LANDSAT-8. More 
importantly, using only Liss-3 and AWIFS images, it was 
possible to surpass 85% accuracy. This suggests barren 
rocky is partially occupied in the study area (Table 1).

4.2  Built-up Land
A region of human habitation urbanized because of 
non-agricultural use and it has a cover of transport, com-
munication utilities and buildings in connection with 
unoccupied lands and water vegetation is known as built-up 
land. The best results were obtained for AWFIS (PA = 100 % 
and UA = 98.0 %). In general, this land was reliably identi-
fied (with PA and UA more than 87%) for all combinations. 
More importantly, using only AWFIS images, it was pos-
sible to surpass 98% accuracy. This suggests built-up land is 
also partially occupied in the study area.

4.3  Cropland
When the satellite imagery is started to be taken, it 
measures the land which have standing crops at the 
time of process. There are two types of crops, either Rabi 
(October-March) or Kharif (June-September) or both the 
seasons. The best results were obtained for combination 
Landsat-8 (PA = 88.6% and UA = 65.4%). Generally, this 
crop was dependably recognized (with PA and UA below 
88%) for all combinations. More importantly, using only 
Landsat-8 images, it was possible to surpass 85% accuracy. 
This suggests that moreover all croplands were degraded.

4.4  Deciduous Forest
It is a forest at which the tress shack their leaves yearly 
once and it consists of some deciduous species. The 
best results were obtained for combination Landsat-8 
(PA = 88.9% and UA = 66.4%). In general, this type of 
forests was reliably identified (with PA and UA below 
88%) for all combinations except Landsat-8. More impor-
tantly, using only Landsat-8 images, it was possible to 
surpass 88% accuracy. This suggests that deciduous forest 
occupied the one-fourth of the study area. 

4.5  Fallow Land
This type of land is permitted temporarily to take break 
without cropping the land for one or more seasons but it 
should not exceed more than one year. At the time when the 
satellite imagery is taken for both the seasons, these lands 
specifically seen that it have lacking of crops. The best results 
were obtained for combination Landsat-8 (PA = 78.9% and 
UA = 66.0%). In general, this type of land was reliably iden-
tified (with PA and UA below 78%) for all combinations. 
More importantly, using only Landsat-8 images, it was pos-
sible to surpass 78% accuracy. This suggests that moreover 
a part of fallow lands were occupied the area.

4.6  Forest Blank
It is an openings of amidst forest in which there were 
no tree is covered in that area. It has the possibilities of 
various shapes and size as seen on the satellite imagery. 
The best results were obtained for Landsat-8 (PA = 99.4% 
and UA = 66.0%). In general, this type of land was reli-
ably identified (with PA and UA has 99% accuracy). More 
importantly, using only Landsat-8 images (it was possible 
to surpass 99% accuracy. This suggests that moreover a 
part of forest blank were occupied the area.

Table 1. Various combinations of images of Landsat-8, 
Liss-3 and AWIFS and its Producer’s Accuracy (PA %), 
User’s Accuracy (UA %), Overall Accuracy (OA %)

Class Landsat-8 Liss-3 AWIFS

PA UA PA UA PA UA

1 Barren 
Rocky 99.3 77.8 100.0 97.3 100.0 89.2

2 Built-up 
Land 99.5 87.3 98.5 89.9 100.0 98.0

3 Cropland 88.6 65.4 72.3 63.8 71.9 49.8

4 Deciduous 
Forest 88.9 66.4 71.1 69.2 72.4 67.9

5 Fallow 
Land 78.9 66.0 72.3 65.4 73.2 66.2

6 Forest 
Blank 99.4 89.2 99.3 90.2 89.2 88.2

7 Forest 
Plantation 98.5 75.8 92.0 79.8 98.0 79.3

8 Plantation 99.2 89.3 99.4 88.9 97.4 87.9

9 Sandy 
Area 66.8 45.3 67.3 55.2 67.8 55.1

10 Scrub 
Land 89.4 77.8 88.3 78.8 88.4 76.6

11 Water 100.0 99.5 100.0 99.5 100.0 98.8

OA/Kappa 
statistics 92.5/0.887 89.69/0.879 89.59/0.865
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moreover a part of forest plantation were occupied the 
half of the area.

4.8  Plantation
A region in which adopts particular management techniques 
for agriculture and plant crops according to that. It con-
tains orchards, coconut, coffee, tea, rubber and various 
nurseries for horticulture. The best results were obtained 
for combination Liss-3 (PA = 99.4% and UA = 88.9%). In 

4.7  Forest Plantation
A region in which contains more tress of species which is 
important for forestry and evoked on a particular land in 
the forest. It contains casuarinas, bamboo, eucalyptus etc. 
The best results were obtained for combination AWIFS 
(PA = 98.9% and UA = 89.3%). In general, this type of 
land was reliably identified (with PA and UA more than 
89%). More importantly, using AWIFS and Landsat-8, it 
was possible to surpass 89% accuracy. This suggests that 

Table 2.  Confusion matrix for LANDSAT

Ground truth

Landsat-8 
Image

Class 1 2 3 4 5 6 7 8 9 10 11 UA(%) CE(%)
1 415 4 0 0 0 0 0 0 0 0 0 99.2 0.8
2 0 19123 6 32 19 0 1 48 689 0 0 96.2 3.8
3 0 13 2999 0 4 0 6 2 115 0 0 95.6 4.4
4 0 45 0 924 74 4 73 62 117 0 0 72.8 29.4
5 0 2 0 13 30830 13 345 1200 33 0 4 96.1 3.9
6 0 1 0 4 156 3647 510 1148 69 0 0 77.0 33.0

7 0 2 0 2 125 8 4929 234 0 0 0 94.2 5.8

8 0 4 0 4 356 27 1156 13019 12 4 6 89.5 10.5
9 0 93 249 916 19 0 67 87 5500 0 17 79.6 20.4

10 0 25 0 3 20 6 54 43 249 1129 4 74.7 25.3
11 0 140 0 3 25 2 24 17 317 18 995 65.6 34.4

PA(%) 100.0 98.5 92.5 49.1 97.6 98.8 69.9 82.3 77.7 98.5 88.6
OE(%) 0.0 1.5 7.5 50.9 2.4 1.2 30.1 18.7 22.3 1.5 11.4

Table 3.  Confusion matrix for Liss-3

Ground truth

LISS-3
Image

Class 1 2 3 4 5 6 7 8 9 10 11 UA(%) CE(%)
1 415 0 0 0 0 0 0 4 0 0 0 99.4 0.8
2 0 17886 28 132 5 0 0 44 940 0 1 94.2 6.5
3 0 16 2884 9 8 0 4 3 519 0 1  83.6 16.4
4 0 509 0 1212 236 2 288 90 1009 1 1 37.3 63.9
5 0 13 0 6 29866 113 368 1009 25 7 8 95.6 5.9
6 0 4 0 0 128 3276 376 2539 34 0 0 51.9 48.7
7 0 3 0 2 334 118 4749 408 0 6 0 85.5 15.8
8 0 39 0 16 758 168 1189 11309 28 9 9 83.9 16.5
9 0 899 236 493 25 3 15 148 4129 4 49 69.6 31.5

10 0 23 0 0 179 25 149 208 38 1120 8 64.9 25.3
11 0 67 4 27 89 14 30 98 399 6 978 57.9 43.6

PA(%) 100.0 92.3 92.5 64.6 94.8 88.9 66.8 71.8 58.4 97.9 87.6
OE(%) 0.0 7.7 7.5 35.4 5.2 11.1 33.2 28.2 41.6 2.1 12.4
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AWFIS were used in our study. LSBFE algorithm is used 
to defeat under sample problem by extracting the features 
in the topographical image. These extracted images can 
be clustered into a group using a novel unsupervised SVD 
trace clustering algorithm. These clustered images clas-
sified using an unsupervised EML algorithm. Here, the 
learning process of EML can be improved because we 
cannot find the clustered and classified images perfectly. 
So, we have to go for decision making process. It can be 
improved by Montgomery law in which the regression 
problem can be solved by using multinomial probit analy-
sis. The obtained results were shown in Table 1, 2 and 3 
and 4. The Table 1 shows the results obtained from the 
Landsat-8, Liss-3 and AWFIS satellites images. The over-
all accuracy of Landsat-8 images was 92.5% and Liss-3 
images gives 89.7 % and AWFIS images gives 89.5 %. The 
obtained results show better accuracy than the existing 
methods. Figure 4 shows the land use land cover classi-
fication result of proposed method. Table 5 and 6 shows 
proposed methods compared with existing methods. 
The Producer’s accuracy shows the percentage of pixels 
classified as a specific land cover that really are that land 
cover. The User’s accuracy shows the percentage of refer-
ence pixels for a specified land cover that are classified 
accurately. It is most applicable measure of the actual effi-
cacy of classification in the study area. The formula for 
kappa co-efficient, User’s accuracy and Producer’s accu-
racy is shown in various studies. In image classification 
method, the accuracy can be assessed by using confusion 
matrix. In this, the values of classification can be com-
pared with the additional ground truth information. The 
main strength of this matrix is to determine the errors in 
the classification.

The particular findings of this study are as follows:

The vegetative and forest land pattern images were •	
captured by the satellite. At the same time, the build-
ings, lakes, rivers, reservoirs, houses were also taken 
into account.
The images captured from the satellite were clustered •	
into a group. This clustered image contains imbal-
anced clusters. It can be overcome by using SVD trace 
function in order to achieve better closeness.
The clustered images can be classified based on EML •	
learning process. Here, the vegetative land patterns 
were classified accurately until it satisfies the condi-
tion. It achieves great minimization of error.

general, this type of land was reliably identified (with PA 
and UA more than 87%) for all the combinations. More 
importantly, using all combinations, it was possible to sur-
pass 87% accuracy. This suggests that moreover half part of 
plantation were occupied the half of the area.

4.9  Sandy Area
Areas which have steadied collections of sand in-site or 
carried in inland areas or coastal riverine are known as 
sandy area. These regions are in the form of Channel 
Islands, sand dunes, beaches, etc. The best results were 
obtained for combination Landsat-8 (PA = 66.8% and 
UA = 45.3 %). In general, this type of land was reliably 
identified (with PA and UA more than 55%) except 
Landsat-8. It was possible to surpass 70% accuracy. This 
suggests that moreover a part of sandy area were occupied 
the one-third of the area.

4.10  Scrub Land
A Land which occupies higher topography such as high 
grounds or uplands with scrub is known as scrub land. 
It is normally prostrate to erosion or degradation exclud-
ing mountainous terrain or hilly area. The better results 
were found for Landsat-8 (PA = 89.4% and UA = 77.8 %). 
In general, this type of land was reliably identified (with 
PA and UA more than 75%) for all the combinations. It 
was possible to surpass 85% accuracy. This suggests that 
moreover a part of scrub land were occupied the half of 
the area.

4.11  Water
It shows 100% accuracy in the satellite imagery area.

The comparison of various clustering algorithm with 
our proposed algorithm is shown in Table 5.

The comparison of various unsupervised classification 
algorithm is shown in Table 4.

5.  Discussion
In this paper, classification of land-use and land cover 
was studied in order to study the changes in the envi-
ronment in the district of Kanyakumari, Tamil Nadu, 
India. Various land use/land cover patterns were cov-
ered under this study. They are Barren rocky, Built-up, 
Cropland, Deciduous Forest, Fallow Land, Forest Blank, 
Forest Plantation, Plantation, Sandy area, Scrub Land and 
Water. The satellite images such as LANDSAT, Liss-3 and 
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Table 4.  Confusion matrix for AWIFS

Ground truth

AWiFS 
Image

Class 1 2 3 4 5 6 7 8 9 10 11 UA(%) CE(%)

1 415 0 0 0 0 0 0 4 0 0 0 98.4 0.7

2 0 16889 30 129 6 0 0 44 938 0 1 93.4 5.5

3 0 14 2877 7 9 0 5 4 521 0 1  81.3 16.2

4 0 502 0 1200 229 2 281 87 1002 2 1 38.6 64.8

5 0 16 0 5 29854 108 361 1006 27 9 9 96.4 4.8

6 0 3 0 0 123 3256 369 2535 33 0 0 50.5 47.7

7 0 1 0 3 329 111 4732 400 0 8 0 84.4 14.9

8 0 34 0 12 750 159 1088 11311 23 9 8 87.6 15.9

9 0 888 230 489 28 5 14 150 4122 5 46 67.5 32.1

10 0 22 0 0 172 21 139 200 33 1118 7 65.8 25.6

11 0 69 5 29 81 16 28 91 395 8 974 56.8 43.4

PA(%) 100.0 93.7 94.5 68.5 96.3 85.8 62.4 69.8 56.4 96.8 88.3

OE(%) 0.0 6.3 5.5 31.5 3.7 15.2 37.6 30.2 43.6 3.2 11.7

Table 5.  Comparison of clustering algorithms

K-means
Cluster membership is influenced by computing the 

centroid for every group and conveying every object to 
the group with the neighbouring centroid.

Iteration of reallocation of cluster members is 
reduced by the total with-in cluster scattering.

Hierarchical 
clustering

It divides or combines previous groups, a hierarchical 
structure is created which reflects the arrangement in 

which groups are separated or mingled.
It is more adaptable and eases to handle.

Self-Organization 
map algorithm

This algorithm found a good mapping from 2-D 
representation to high dimensional input space. An 

objects in the same space constituted by the similar node 
as sorted into a cluster.

It is used to shape the big clusters and also used 
for speech recognition and vector quantization.

SVD trace 
algorithm

It converts the connected variables into a group of 
uncorrelated ones that well again rendering the different 

relationships between the original data items. At the 
same time, SVD is a method for ordering and identifying 

the dimensions beside which data points reveal a large 
amount of variation.

It gives more accuracy than other methods.

Table 6.  Comparison of unsupervised classification algorithm

MLC They create relative high accuracies using a smaller sized training set 
and accomplish stable results when there are 60 or more samples/ class.

It improves accuracy and performance 
level is high.

ANN 
Classification 

It is based on the presentation pattern of the input vector for little 
amount of training data therefore, the training patterns are accessible 

in sequence to the Neural Networks

It improves the performance by training 
and proper attention.

Proposed EML 
algorithm

The single decisions of the clusters were not considered, while group 
decisions of all the samples are taken into account. The weighted 
averaging and classification for regression is improved by MPF 

technique. 

It minimizes error when compared to 
previous techniques.
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6.  Conclusion
These results are enormously important for agricultural 
department services. The above results are based on 
the incorporation of LANDSAT-8, Liss-3 and AWFIS 
images. This study is mainly concentrated on the district 
of Kanyakumari, Tamil Nadu, India. The land use/land 
cover patterns is taken into account in this study. The 
topographical images were taken and the features can 
be extracted by using LSBFE algorithm which gives 89% 
accuracy and the extracted image is clustered into a group 
to avoid imbalance clusters by using SVD trace algorithm 
and the accuracy is improved to 90.5%. Then, the image is 
classified to achieve better minimization of error by using 
EML classification algorithm and improves 91% accuracy. 
By the various proposed algorithm, we get better and clear 
images of land use/land cover patterns and higher accu-
racy when compared to previous methods. The overall 
accuracy of Landsat-8 shows 92.5% accuracy, for Liss-3 
shows 89.6% accuracy and AWFIS shows 89.5% accuracy. 
In future, we can apply the above mentioned novel feature 
extraction and clustering algorithm for change detection 
analysis, forest degradation analysis etc.
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