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Abstract
Additional cost is not required to squaring operation; the finite field algebraic calculation using normal basis field arithmetic 
has advantages. Using this property, more simplified schematic of multiplier which needs a half of latency than the other 
existing multipliers is proposed and designed. The performance of the proposed multipliers is presented. The various 
types of multipliers are suggested to be selected according to the parameters such as the circuit size and the waiting 
time. The result shows the proposed structure has better performance with simpler complexity and shorter waiting time 
compared with the existing multipliers.

1. Introduction
Arithmetic operations in GF(2m) play a vital role in 
encoding and decoding certain error-correcting codes. It 
is also used importantly in data encryption and decryp-
tion. Computing addition, multiplication, division and 
square roots in GF(2m) is already described in the vari-
ous branches of communication system. A number of 
additions, multiplications, and multiplicative inversions 
in GF(2m) are required to implement logical devices such 
as decoders for error correcting codes like BCH codes 
as well as Reed Solomon codes1-3. Some algorithm using 
exchanging key method had suggested by4 that is one 
of the examples of information-protecting applications. 
VLSI fabrication makes possible some arrays of logical 
devices to perform such functions. Any reduction in either 
the cost or the computation time of the logical devices 
required to perform these operations may result in con-
siderable improvement of the design of decoders. Recent 
developments in VLSI technology are becoming increas-
ingly attractive because of their easy fabrication. The 
work described in this paper presents mainly a number 

of circuits for computing the product of two arbitrary ele-
ments of GF(2m) because an error control decoder deals 
with multipliers to a considerable extent. To improve the 
performance of a cryptographic communication system 
or data file system, an error correcting code can be con-
catenated between the enciphering and the deciphering.

A complete implementation of multipliers for a non-
binary finite field is presented; these decoders are typi-
cally implemented using time-domain techniques. The 
decoding of a received non-binary word requires that 
three successive computational processes performed over 
GF(2m) be executed. These processes are the syndrome 
calculation, error-locator polynomial determination, and 
the Chien search with error-value computation for non-
binary codes. However, the details of implementing these 
functions may be modified somewhat depending on the 
code and the required data rate. To achieve a very efficient 
design, the designer must carefully match the architecture 
of the central processing unit to the hardware require-
ment of the computational subroutines. 

In a low-data-rate implementation, the decoder archi-
tecture is most efficiently organized as a special-purpose 
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processor having a processor which may require one or 
more GF(2m) multipliers depending on the required data 
rate, random-access memory for buffering and tempo-
rary storage of intermediate outcomes, and the read only 
memory for storage of computational subroutines. When 
the syndrome computation is 0, no error correction is 
necessary. Accordingly, all of the operations associated 
with the Berlekamp or Peterson algorithms and Chien’s 
search may be skipped. The single error case is easily 
accommodated through special calculations, thus, in this 
case, the average computational requirement is substan-
tially reduced.

Non binary code’s decoders for implementing the 
syndrome computation and the Chien search are basi-
cally shift registers with GF(2m) multipliers and adders 
attached. The iterative algorithm for solving the error 
locator polynomial equation provides a technique that 
can be implemented in the central processor with an asso-
ciated GF(2m) arithmetic unit and memory at data rates in 
the several gigabits per second range. If the multiplication 
is done using a general GF(2m) multiplier, then a custom 
integrated circuit performing this function could be used 
in the syndrome computation, the Chien search, and the 
processor. Such a circuit would substantially reduce the 
implementation complexity of very high speed decoders.

We discuss an extremely important and practical class 
of codes, the Reed Solomon codes. A Reed Solomon code 
is a cyclic symbol error correcting code and the typical 
non binary code for burst error correction. Theses codes 
are coming into widespread use in many communications 
and computer storage systems. In particular, a concate-
nated Reed Solomon convolutional encoding system has 
been adopted for the deep space downlink. A convolu-
tional code could be used as the inner code and achieve 
excellent performance with relatively high overall code 
rates. Since the convolutional code would operate at a 
moderately high error rate, the use of short constraint 
length codes with Viterbi decoding is the most promising 
approach. Also, secure communications systems com-
monly use a non-binary code as one method for protec-
tion against jamming. 

(61, 50) shortened code with symbols from GF(26) is 
used for error control. The code used in another disk stor-
age system is a shortened non-binary code with symbols 
from the field GF(28). Each data block consists of 512 
bytes. When a data block is recorded, nine parity check 
bytes are appended to it for error control during the read 
operation.

The importance of this non-binary codes is partly 
due to their superior error correcting capabilities, but it 
is equally due to the availability of an efficient decoding 
algorithm. The Berlekamp iterative algorithm can be used 
for efficient decoding of this non-binary codes if a slight 
modification is made that requires the calculation of the 
error values at the error locations. 

This code is a block sequence of finite field GF(2m) of 
2m binary symbols, where m is the number of bits per 
symbol. This sequence of symbols can be viewed as the 
coefficients of a code polynomial where the field elements 
included GF(2m). 

Design of multiplier for finite field can be achieved 
by three different ways. Bit-serial conversion multiplier 
method was proposed5-7. It takes some clock cycles to 
complete a multiplication, but has some disadvantage of 
taking time and large sizes. Next method is bit-parallel, 
but it has also weak points, that is, large size and costs8,9 
and the third method is word-level multiplier which is of 
great utility10-13.

2. � The Non Binary Field 
Multiplier Over GF(2m)

We can take a normal basis of GF(2m) over GF(2)  as

	
1 2 12 2 2{ , , , , }

m
N    



  	 (1)

Where β Î GF(2m). For any positive integer m which is 
greater than 1, we can take normal basis m > 1, then any 
field element A Î GF(2m) can be expressed by combining 
the elements of N linearly, i.e.,

	
1

2
0 1 1

0

( , , , )
i

m

i m
i

A a a a a





   	 (2)

where ai Î GF(2), 0 ≤ i ≤ m–1,are represented as coor-
dinates of field element A for N. A2 is costless parameter 
and can be performed with ease by carrying cyclic shifts 
to right in some implementation.

	 2
1 1( , , , )

i

m i m i m iA a a a      	

However, multiplication is more complicated than 
squaring. Recalling shortly about non binary bit-serial 
normal basis multiplier due to6, let A = (a0, a1, … , am–1) 
and B = (b0, b1, … , bm–1) be two elements of GF(2m), 
where ai’s and bi’s are each normal basis coordinates 
individually. Let C = (c0, c1, … , cm–1) be their product: 
C = AB Then, any coordinates of C, is a function u of 
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A and B which can be obtained by a matrix multiplica-
tion13, i.e.,

	
Ta M b1 ( , )mc u A B    

where M is a binary m ´ m matrix14, a = [a0, a1, … , 
am–1] , b = (b0, b1, … , bm–1) and T indicates transposition 
of vector matrix. The numbers of 1’s in M is known as the 
complexity of the normal basis N15 and is denoted as CN 
which determines the gate counts and hence time delay 
for a normal basis multiplier. CN is greater than or equal 
to 2m–1. If CN = 2m–1, then the normal basis is known as 
an optimal normal basis.

Let field elements A, BÎ GF(2m)  be represented with 
respect to the normal basis N as

1 22 2
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m m
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respectively. Then the product A and B can be given by

	
1 22 2

1 2 0

m m
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Also, C can be rewritten like the following

	 C = C0 + C1

To accomplish equation (8), we can suggest the struc-
ture of multiplier like Figure 1. Before performing the 
multiplication, the register U and V must be reset to 0 
with two input elements individually and the register Z 
also must be cleared, then after clocking m-times, the reg-
ister Z contains the result of the product C = AB. 

m m
( )1/2 

( )1/2 U   

0
vm-1 ... v0v1

B

A C

β

Z 2m-1
(  )

Figure 1.  GF(2m) bit-serial multiplier structure. 

Let the irreducible polynomial p(x) = 1+ x2 + x5 which 
can produce the finite field GF(25) and if α is the root of 
the polynomial p(x) that is, p(α) = 0. We choose β = α5, 

then {β, β2, β4, β8, β16} is a type 2 optimal normal basis. 
Using (7), C is computed as

4 32 2
4 3 0C A B A b b b         

Figure 2 shows the structure of bit-serial normal basis 
multiplier corresponding GF(2m) which is  two times 
faster than an ordinary multiplier.
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Figure 2.  Two times fast bit-serial normal basis multiplier 
structure.

3. � The Structure of the 2 Times 
Fast Multiplier 

The ordinary multiplier shown as Figure 1 needs m times 
clocks to achieve one multiplying. To accelerate the speed 
of operation, B which is a element of GF(2m) should be 
divided into d(=[m/2]) words of 2 bits ; (w = 2) 
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Then, (10) can be written as
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According to the equation (11), bit-serial multiplier 
structure which is 2 times faster than the ordinary multi-
plier can be represented. If we want to operate the imple-
mented hardware circuit, the register Z should be cleared 
and the register U and V must load two input elements. 
The B register is demanded to be filled with the data recip-
rocally. If the input B is divided into d words of w bits, 
then, in the first clock cycle the inputs are the last bit of 
every word, bm–1, bm–w–1, ... , bm–(d–1)w–1. In the second 
clock cycle, the inputs are  bm–2, bm–w–2, ... , bm–(d–1)w–2. 
Finally, in the w-th clock cycle the inputs are  bm–w, bm–2w, 
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... , b0. Note that if the subscript of an input bit exceeds  
m then it is replaced by a zero bit. When the last clock is 
completed, the contents of the Z register represents the 
result of the product between A and B. And now, 2 times 
fast multiplier which was introduced in the previous case 
can be implemented like Figure 3.  By substituting these 
parameters into (10), we have 
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Figure 3.  GF(25) two times fast bit-serial multiplier 
schematic. 

Table 1 shows the number of the AND gates and XOR 
gates used in the various type of multiplier. In the first row 
of Table 1, WLMO means Word-Level Massey-Omura 
multiplier5. In the next rows, AEDS and XEDS mean the 
AND-efficient digit-serial and XOR-efficient digit-serial 
multipliers suggested in10. w-SMPO I and w-SMPO II rep-
resents the word-level sequential multipliers with parallel 

output type I and type II discribed in11, and the comb 
style structure was suggested in12. The proposed struc-
ture is presented in the last row. The proposed structure 
has some advantages in size, time delay and cost than any 
other structure. The other multipliers are more compli-
cated than the proposed.

4.  Conclusions
A new non-binary field multiplier which has the 2 times 
fast speed is proposed in this paper. While the other 
multipliers have m clock times for waiting time, the pro-
posed multiplier need a half of time for waiting time, 
and it has also some advantages of the size and complex-
ity. It needs simpler size and shorter time than the other 
compared multipliers, and its complexity is compared 
with the other multipliers by calculating the number of 
the gates needed to implement the multiplier. The con-
cluded results represents that the proposed hardware 
need less number of digital gates and waiting time. The 
proposed structure will be helpful to make smaller VLSI 
fabrication.
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