
Abstract
Objective: The primary objective of this proposal is to explore the areas of applications for a Reconfigurable computing
system and further to analyze the challenges in designing an Operating System suitable for such a computing  environment. 
Method: In this paper we have discussed at length the issues in designing an operating system which will practically be
suitable for a Reconfigurable computing environment. The different challenges faced by an Operatin System in  handling
the applications executed by a conventional CPU are analysed. The advantages of using the Field Programmable Gate Array
(FPGA) in Reconfigurable Computing System (RCS) to handle complex applications and to increase the efficiency and
throughput of the system are also discussed. Findings: A primary comparison was made with all existing  strategies used in
Reconfigurable Computing Systems. The inferences obtained from this analysis gave a clear picture that the  objective can be
achieved by designing a new OS or making some modifications in the kernel of the OS. By achieving this task,  multitasking
between the applications or processes can be done frequently yielding a far better performance and  throughput. The
challenges faced by an OS in dealing with the applications executed by the RCS can be eliminated to a greater extent. 
Improvements: By adopting these kind of designing strategies for the OS in a system with the programmable gate array,
there is a considerable improvement and performance of the device also the life span of the device is increased which is
considered as most important criteria for any users in computing environment. The new architecture and performance
analysis is a research prone area in many of the leading Universities. 
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1. Introduction
In conventional computing, an algorithm can be executed
in any one of the two approaches. In one approach, an
ASIC can be developed to execute the algorithm with high
speed and low power. In this method, the development
cost is very high and it is very difficult if not impossible
to modify the circuit if the algorithm is modified. This
approach is highly suitable for applications or products
whose volume of production is very high. Examples are
TV and mobile phones. 

Another approach is to go for general purpose
computing where the algorithm is converted into suitable
software and executed. This approach is highly flexible
because of the nature of the software and it is preferred 

method when the volume of production is less or the
algorithm is modified frequently. The software approach
also has the advantage of reduced time to market.

Reconfigurable computing is a new approach which
combines the advantages of both approaches. It has a
programmable hardware known as FPGA, in which the
hardware equivalent of the algorithm can be mapped
and it can be modified like software. Hence the FPGAs
execute the algorithms as fast as a conventional hard-
ware and provide the flexibility to modify the circuit as
easily as software. A survey of the reconfigurable com-
puting and the systems and software related to their
development is given in1. The FPGA, which acts as a
coprocessor can be interfaced with the main processor
in loosely coupled or tightly coupled configuration. New 
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FPGA architectures such as the time multiplexed FPGA2, 
partially reconfigurable FPGA3 and FPGA co process-
ing boards, such as SPACE 24 are all capable of accepting 
multiple dependent or independent circuits5.

This paper first introduces a Reconfigurable computing 
system, its advantages, and the challenges in the imple-
mentation and then discusses the modifications to be 
made in the conventional operating system to make it 
suitable for Reconfigurable computing system

2.  Reconfigurable Computing
Reconfigurable computing is intended to fill the gap 
between hardware and software, achieving potentially 
much higher performance than software, while maintain-
ing a higher level of flexibility than hardware1. The FPGAs 
have been shown to accelerate a variety of applications. 
For example, in Block cipher algorithms such as AES, 
DES etc., both the data parallelism and fine grained data 
manipulation is well implemented in an FPGA. Other 
applications include data compression, signal processing 
and image processing.

A reconfigurable computing system generally consists 
of a general purpose processor, its peripherals and a pro-
grammable logic resource commonly known as Field 
Programmable Gate Array (FPGA). FPGAs consist of 
configurable logic cells arranged in two dimensional rows 
and columns and are interconnected by a programmable 
route matrix. 

Compilers accept the circuit descriptions in a 
Hardware descriptive language and convert them into 
configurations for reconfigurable systems. The FPGAs 
are classified into single context and multi context FPGAs 
based on how the configuration information is stored and 
retrieved. When some applications need only a portion 
of the FPGA or when only a part of the configuration 
needs to be modified we go for partial reconfiguration 
technique. The process of reloading the FPGA with a new 
configuration during run time is known as Run Time 
Reconfiguration (RTR). This extends the usefulness of the 
reconfigurable logic. Since the FPGA resources are shared 
by a number of tasks or applications simultaneously and 
different portions of the FPGA have to be reconfigured 
during run time, the run-time management of resources 
should be efficient and fair. Therefore the operating sys-
tem support is essential to design and implement an 
efficient Reconfigurable computing system with run rime 
reconfigurable ability.

Computationally intensive applications which are 
meant to be executed in FPGA are mapped as digital 
circuits in logic cells. The execution of applications in 
FPGA eliminates the fetch and decodes operations dur-
ing run time. The concurrent execution of a number of 
applications increases the performance of the system. 
Even though FPGAs are not as fast as ASICs, the repro-
grammable feature of FPGA extends the usefulness of the 
system to several applications.

Several reconfigurable computing models have 
been published in the literature. In the earliest model, 
the reconfigurable logic is implemented as a coproces-
sor board connected to the system bus of a sequential 
host processo6. This approach uses a simple interface but 
suffers from the low bandwidth between the host and 
the processor. In this approach the hardware and soft-
ware co design is to be considered in advance. Another 
approach is to integrate the reconfigurable logic that 
is the configurable logic arrays onto the conventional 
process dies7. The development of systems composed 
entirely of reconfigurable logic and memory has been 
reported in8,9 

3.  Operating System Support
In any computing system the operating system plays 
a major role in controlling the operations. Hence in a 
Reconfigurable computing system also the operations 
of FPGAs have to be controlled by the operating sys-
tem. A number of modifications have to be made in the 
conventional operating system to make it suitable for 
Reconfigurable computing system. The operating system 
support for FPGAs provides the following benefits;

Greater convenience through abstraction, virtualization •	
and generalization (whether the resource is embedded, 
attached, or integrated with microprocessor.
Support for multi tasking.•	
Improved system performance and fault tolerance.•	
Integration of reconfigurable devices into global •	
computational pool.

Earlier work on operating systems for reconfigurable 
computing is available in literature. In Xputer10 an oper-
ating system which extends the host operating system 
to support multiple users has been presented. This OS 
achieves multi-user by computing circuits sequentially 
rather than concurrently. Brebner described the issues 
involved in managing virtual hardware resource11. He 
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proposed decomposing reconfigurable computing 
applications into Swappable Logic Units [SLUs], which 
describe circuits of fixed area and input/output (I/O) 
interfaces, so that multiple independent tasks might share 
a single FPGA11. The fixed size of the circuits limits the 
designer’s flexibility to design circuits and optimize the 
space available. Diesel12 described a web based multi-user 
operating system that shared the SPACE. 2 architecture 
among eight simultaneous users. In this approach each 
user is assigned one out of the eight FPGAs and does not 
allow more than one circuit per FPGA. This does not 
support concurrent multi-user operations. 

4.  �Services of an Operating 
System

An operating system handles the tasks such as loader, 
scheduler, virtual memory system, cache management, 
protection, inter process communication, and I/O. In this 
section they are briefly explored.

4.1  Loader
This is a fundamental service provided by a conventional 
OS for initiating the execution of the program. Loading a 
reconfigurable computing “program” means placing the 
circuit and embedded RAM on the FPGA and then rout-
ing its external I/O interface to either neighboring circuits 
or to a local or global communications bus 

The main difference between a software and a recon-
figurable hardware is that loading an application onto 
an FPGA implies immediate execution but loading a 
program on RAM is not so.

4.2  Scheduler
Yet another important issue on conventional OS is 
Scheduling. Typically an application being executed by the 
Reconfigurable Hardware does not go through the fetch, 
decode and execute cycles. Hence, scheduling of these 
applications is different from the conventional mecha-
nisms. As there is no predefined point of completion time 
for applications, most of the FPGAs do not delete a run-
ning application preemptively. So, while developing an OS, 
the designer of the application can provide a well defined 
signal for completion of applications or for segmented 
applications, the algorithms doing the segmentation can 
be set to insert the signals at the cut point. 

4.3  Virtual Memory
The concept of virtual memory for a reconfigurable 
computing system is quite similar to that of a conventional 
computing system. The Operating system is able to deal 
with applications exceeding its capacity and it decides the 
select applications to be executed by FPGA. The proximity 
of solving the problem which arises when this allocation 
of applications to FPGA takes place dynamically during 
runtime is very less. Because, the area on the FPGA and 
the area which is preoccupied by other circuits could not 
be decided in advance for a dynamic partitioning strat-
egy. Wider investigations have been made on the issues of 
special and temporal localities in this context5.

4.4  Circuit Protection
Circuit protection is common in all operating systems. 
But for a system with FPGA, it means that the circuits 
cannot be interconnected beyond the applications. Studies 
reveal that the conventional methods are sufficient for 
this issue. 

4.5  Cache Management
Managing of cache memory is yet another issue for the 
OS. The FPGA circuits can be organized to be in a hier-
archy13 and then another hierarchy of RAM can augment 
for storage of temporary configurations. Similar architec-
tures of FPGA working at different speed grades can be 
arranged like this and the most critical applications can 
be allotted to faster speed FPGAs and less time critical 
applications can be assigned to lesser speed FPGAs. 

Further investigations are to be carried out in this 
arena to evolve a suitable architecture satisfying the 
constraints mentioned above. 

4.6  Inter Process Communication
Inter process communication in a Reconfigurable 
Computing system needs to incorporate suitable inter-
faces which will agree between different applications. This 
arrangement is similar to that of the system call interface 
in the conventional systems. The sequencing of opera-
tions can be planned in such a way that the final result 
can be downloaded from the FPGA by directly accessing 
the FPGA.

The Operating System which will handle the 
challenges for a Reconfigurable computing environment 
can be assumed to have the following structure as given 
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in Figure 1. It can be clearly inferred that the operating 
system solves the issues for a conventional computing 
environment very easily. If the system is slightly modified 
for a single user FPGA, then the design can be done com-
pletely offline because all the circuits and resources are at 
the disposal of a single user. So, while reaching the execu-
tion stage, the operating system would have solved the 
issues of allotting the tasks to the conventional CPU and 
FPGA. If the discussion is for a multi user FPGA, then, 
designing of such a system cannot be completed offline 
because the demand and usage of circuits and resources 
will be varying dynamically. Hence, the operating system 
will be finding it extremely difficult to allocate the appli-
cations unless it applies the concept depicted in the figure, 
that is, partitioning, placement and routing mechanisms. 
The routing of pre routed applications at the hardware level 
will further simplify the job of the Operating System. 

4.7 � Reconfigurable Hardware Operating 
Systems

Despite the challenges in designing and implementing 
a Reconfigurable hardware Operating System, it does 
have few benefits. The productivity and portability are 
increased as the computationally intensive applications 
are handled by the FPGA circuits.

The system can be easily partitioned among the 
different hardware circuits or between the hardware and 
the software as shown in Figure 2. If an application, if found 
to consume more of the CPU’s time, it can be offloaded 
to FPGA to improve the system’s performance. Without 
spending much time, the repartitioning can be used for 
balancing the load. Also, easy interaction between the 
applications or between the hardware and software makes 

it easy to locate the bugs and fix them easily. Further, 
exploring the challenges or issues in an operating system 
for a reconfigurable computing environment has been 
undertaken as a research prone area in the leading uni-
versities of the world. The latest research works have been 
concentrating the areas of using an operating system for 
RCS as multiprocessing or multicore systems14.

Since the time the RCS was introduced, it has been 
custom specific for a single application for which the nec-
essary resources can be pre planned at the design time 
itself. If we go for a system which can run many applica-
tions, predicting the required resources during the design 
stage is a very complex task because the resource require-
ments will vary dynamically based on the progress of the 
tasks and there is a possibility that the applications can be 
given by the users during run time.

According to Wenyin Fu, the operating system can 
extend its support for catering to the demands of all appli-
cations by adopting suitable scheduling algorithms which 
will fairly allot resources to all applications. Further, he 
has also suggested that the operating system can be made 
to access the memory locations of the reconfigurable 
hardware in order to decide the allocation of resources 
and computing time for each application15

Another interesting work has been accomplished by 
Haydon Kwok in the area of Reconfigurable Computing 
Environment. According to his work, a kernel has 
been designed by name Berkely Operating System for 
Reprogrammable Hardware (BORPH). In this four 
FPGAs are connected in a single board where the FPGAs 
will be communicating with each other via a system bus 
as shown in Figure 3. 

The BORPH kernel selects the FPGA for specific 
applications. As there is no swapping concept used in this 
system, at the maximum of four processes can be exe-
cuted concurrently. Further researches can invite more Figure 1.  Placement and routing task.

Figure 2.  A system with CPU and FPGA.
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Figure 3.  The BEE2 compute model in BORPH.

FPGAs to be placed on the same board to increase the 
concurrency and performance. Still there is a main bottle-
neck stated by the author is the communication between 
the user gateware design and the BORPH kernel16.

5.  Conclusion
From the above details, it has been made clear that a 
reconfigurable computing environment will outweigh 
the performance of a conventional computing system. 
The literature survey has thrown open the avenues for 
pursuing research in the areas of support to be rendered 
by the Operating System for implementing a perfect 
Reconfigurable Computing System. The possibility of 
developing a Reconfigurable Computing system, effi-
ciently controlled by an Operating System can open new 
avenues in the embedded system domain.
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