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Abstract
This paper is a comparative study for optimal scheduling in architectural level synthesis using five different strategies in 
Differential Evolution. In this paper the comparison is performed using Hardware Abstraction Layer (HAL) benchmark 
scheduling problem using Integer Linear Programming method. The paper implements adaptive scaling factor for mutation 
operation and variable cross over operation in differential evolution. The experiment results evaluate the performance 
parameters optimal resource schedule, convergence time among the five strategies are presented.

1. Introduction
Optimization is a procedure of searching optimal solu-
tion to satisfy all constraints. The optimization algorithms 
are proved to be better approach to discover the optimal 
solution for optimization problem. 

Evolutionary Computation has been significant in 
solving multi objective optimization problem successfully. 
Evolutionary Computation is successful by its simplicity, 
robust, achieving global optimization. 

The Architecture Level Synthesis (ALS) is mapping of 
Algorithm to Register Transfer level module1. The major 
task in ALS is Resource Scheduling, which assign the 
behavioral operator to control time slots.

The motivation for this paper is to formally apply 
Integer Linear Programming (ILP) approach which guar-
antees solution quality and guarantee of quickly finding 
for optimal resource solution problem using five different 
strategies in Differential Evolution.

The different resource scheduling algorithm and its 
draw back has shown before2, Differential Evolution3,4 

has better convergence and few control parameters. The 
advantages of DE are its simple structure, ease of use, 
speed and robustness. DE is one of the best genetic type 
algorithms for solving problems with the real valued vari-
able.

2. Differential Evolution (DE)
Differential Evolution (DE)5,6 is a Evolutionary 
Computation search algorithm introduced by Storn and 
Price (1997). The method is based on evolution of popu-
lation and operators crossover, mutation and selection 
with unique feature of DE is differential weight. The DE is 
simple algorithm, robust with fast convergence to optimal 
solution.

3. Problem Formulation
Latency constrained for the Hardware Abstraction Layer 
(HAL) benchmark problem7 shown in above Figure 
1, the number of computing resource of the multi-
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plier, adder, subtraction and comparator in the Figure 
1 is: = 1. Computing 
unit are cost of the multiplier, adder, subtraction and 
comparator: . Let the assumption be

. The goal of the 
problem is to minimize the resource unit for the schedul-
ing problem and satisfy the above mentioned constraints.

Figure 1. Hardware Abstraction Layer benchmark problem.

In Latency constrained Schedule17, for the fixed the 
control steps, minimize the required resource.

The Resource Schedule problem is np (nondetermin-
istic polynomial time) - hard problem; The Integer Linear 
Programming (ILP) formulation18, 19 for the resource 
schedule is given below:

•	 Firstly the mobility for each operation is calcu-
lated, where  = ASAP (AS SOON AS POSSIBLE)  
and = ALAP( AS LATE AS POSSIBLE) values

{0 | kM j E j k= ≤ ≤ 			        (1)
•	 Secondly the INTEGER LINEAR 

PROGRAMMING formulation is given as fol-
lows
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Where 1 ≤ k ≤ m indicate the number of resource 
operation available, Rk term is the computing resource 
type for operation k and Ck term is the cost of each 
resource computing type.
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else = 0, otherwise
•	 Thirdly the constraints on resource type:
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•	 Finally the constraint on data dependency:

, ,( * ) ( * ) 1,  ,j s j ts x t x s t− ≤ − ≤
 s and t are control step 

for each operation              			        (5)

5. Experiments

5.1 Experimental Setup 
The fitness function considered is shown in (6):
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	    (6)
a = 1000, gk

+ (≤ 0) and h (= 0) are constraints violation 
terms.

The parameters setting for algorithm are DE Setup: N 
= population size = 200, Dimensional vector Xi = (xi1, 
xi2, xi3,….., xiD), D-dimensional of search space, adap-
tive Differential Evolution scaling factor is the estimated 
by mean eucline distance in (7).

( ) ( )max max min/i gf d d d d= − −
		      (7)

dg= distance value for best solution
dmax= maximum value of mean eucline distance
dmin= minimum value of mean eucline distance
Mean eucline distance10,11 is estimated as follows in 

(8):

( )2
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(8)

τ1=0.1,ran, ran are four different random variable.
Variable factor for binomial crossover cr in (9):

and1    if 2  1;
0.8

cr r rand
cr

τ= <
= 		     (9)

The strategies used for Differential Evolution12 are 
given below:

•	 DE1: DE/best/1 = DE: Differential Evolution, 
best: Minimum value of objective function, 1: 
Number of difference vector = 1.

•	 DE2: DE/best/2 = DE: Differential Evolution, 
best: Minimum value of objective function, 2: 
Number of difference vector = 2.

•	 DE3: DE/rand to best/1 = DE: Differential 
Evolution, rand: Randomly chosen population, 



Indian Journal of Science and Technology 3Vol 9 (40) | October 2016 | www.indjst.org 

K. C. Shilpa, C. Lakshmi Narayana and Manoj Kumar Singh

best: Minimum value of objective function, 1: 
Number of difference vector = 1.

•	 DE4: DE/rand/1 = DE: Differential Evolution, 
rand: Randomly chosen population, 1: Number 
of difference vector = 1.

•	 DE5: DE/rand/2 = DE: Differential Evolution, 
best: Minimum value of objective function, 2 is 
number of difference vector = 2.

6. Results and Discussion
The 5 different strategies comparative results for the 
performance of DE with variable scaling factor and vari-
able cross over factor. The performances parameters are 
checked with optimization algorithm are optimal solution 
obtained for computing unit (multiplier, adder, subtrac-
tion and comparator). Numbers of generation taken for 
convergence, Convergence time (taken in seconds) are 
presented. Figure 2 shows the convergence performance 
graph obtained to achieve the minimum optimal cost 
minimized factor.

6.1 Discussion
Comparative study for the performance of latency con-
strained scheduling using DE is shown in Table 1 for 2 

trails. For all the trails DE3 is the best in finding opti-
mal solution, takes minimum convergence time taken to 
achieve minimum objective function. DE1 is also best in 
finding optimal solution similar to DE3; but compared to 
DE3, convergence time is more. DE2 convergence time is 
less than DE1, but fails in getting optimal solution. DE4, 
DE5 fails to satisfy the constraints, suffer badly to deliver 
optimal solution. DE4, DE5 shows the worst performance 
for the scheduling problem.

The minimum convergence to obtain minimum 
objective value for DE1, DE2 and DE3 are presented in 
Figure 2 (a), (b), (c). Figure 3 shows the required optimal 
resources for scheduling in architectural level synthesis, 
the optimal value of multiplier unit = 2, adder unit = 1, 
substractor unit = 1, comparator = 1, hence minimum 
objective function value obtained is 7.

Figure 2a. DE1 convergence performance.
Table 1. Comparative results for the performance of DE

Strategies

PerformanceParameters
Computing Units

Optimal solution for required resource
Convergence
time(second)

No. of 
generation 
taken to 
converge

DE1 DE/best/1 Trail 1 2 1 1 1 13.8750 51

Trail 2 2 1 1 1 13.4530 51

DE2 DE/best/2 Trail 1 3 1 1 1 13.0160 51
Trail 2 3 1 1 1 12.9850 51

DE3 DE/rand to 
best/1

Trail 1 2 1 1 1 12.8430 51
Trail 2 2 1 1 1 12.7180 51

DE4 DE/rand/1 Trail 1 - - - - - -
Trail 2

DE5 DE/rand/2 Trail 1 - - - - - -
Trail 2
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Figure 2b. DE2 convergence performances.

Figure 2c. DE3 convergence performance.

Figure 3. Optimal resource required for scheduling.

7. Conclusion 
Comparative study for the performance of Architectural 
Level Synthesis for resource schedule using Differential 
Evolution is presented. Experimental result indicates DE3 
outperformed DE1, DE2 in terms of optimal solution 
achieved, convergence speed taken to achieve optimal 
solution. DE4, DE5 fails to deliver optimal solution. 

DE3 proves to be excellent optimization algorithm to 
solve scheduling problem in architectural level synthesis.
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