
Abstract
Objectives: In this paper, we have evaluated the effectiveness of classification of Electroencephalogram (EEG) signals 
using the correlation between channels as a method of features selection. Methods/Statistical Analysis: First data is 
broken sample wise, then correlation coefficient between channel pair for each sample is calculated. After that mean of 
the correlation coefficient of all channel pair for each class over all samples is calculated and in a similar manner, standard 
deviation from the mean is also calculated. For feature selection we have plotted a pair of the Gaussian curves between 
channels of two separate classes and choose those channels which give us lower misclassified area as features. Then these 
features are used for training purpose of Support Vector Machine (SVM). Findings: Most of the previous researches follow 
either signal processing approach or machine learning approach while we emphasized upon the nature of the signal 
propagation amongst the neurons. The basic idea behind the feature selection is taken from the way the signals propagate 
from one neuron to the other. In our work we assume that EEG signals follow the normal distribution and verify the fact 
using chi-square test. On applying SVM the accuracy of classification on testing data confirms that correlation among 
channels can be used for feature selection. Application/Improvements: The results can be improved by improving the 
pre-processing of EEG signals. It can be used to develop a Brain Computer Interaction (BCI) system.
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1. Introduction
A BCI System allows direct communication between a 
computer and human brain through neural signals that 
are recorded in the form of electrical activity along scalp 
most commonly known as Electroencephalographs or 
EEG signals. The main task establishing a communication 
link between a computer and human brain is to predict 
what the human intends to do. For this we need classifi-
cation of EEG signals into the movements about which 
human is thinking. EEG signals are extremely complex 
signals and vary with subjects, action and channels1,2. 

As a  classification problem EEG signal classification has 
always been a challenging task as these are very complex 
in nature2,3. In4 observed that EEG signals have low SNR 
and poor spatial resolution in their preliminary form, 
and hence are hard to classify using any mechanism so 
preprocessed the signal using the energy entropy of 
the signal and then used Fisher classifier to classify the 
samples4. A multi-scale filter with different size of filter 
window was used in, order to find the major frequency 
band components from EEG signals. Analysis of differ-
ent energy bands led to an increase in adaptability of the 
overall system. Once the major frequency bands were 
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that most of the work in the past concentrated on EEG 
Signals using the aspects of Signal processing and tried to 
get some features using their signal processing methods 
which lacked the physiological basis of the EEG signals. 
Physiological basis is the way neural signals propagate in 
brain. In the next portion, there will be information about 
the material used and methodology of work is given. In 
the same section reason behind considering correlation 
coefficient is explained. In methodology pre-processing, 
feature selection and classification are covered. Later 
Results were discussed. After that conclusion and future 
scope of the paper is written.

2. Material and Methodology
Classification of EEG signal is a four steps process; namely 
data acquisition, preprocessing, feature extraction and 
selection of classifier. In the paper we emphasized upon 
the nature of the signal propagation amongst the neu-
rons. The basic idea behind the feature selection is taken 
from the way the signals propagate from one neuron to 
the other. For a given thought or motion, there must be 
a neuron from where the whole process begins and then 
the electric signal propagates through the synaptic junc-
tion to reach the neighboring neuron(s), from there to 
some other neuron(s) in the neighborhood and so on. 
Thus, the excitation of the source neuron will excite some 
neighboring neuron which, in turn, will excite some other 
neuron. Now, if an EEG electrode is placed in the vicin-
ity of an excited neuron, then it will record the activity 
which should show up as relatively higher values of the 
voltages. Therefore, we can expect that the signals from 
the neurons that are getting excited will be strongly corre-
lated. On the other hand, the signals from those neurons 
that are not getting excited simultaneously will not be 
correlated. Moreover, since there would be a specific set 
of neurons getting excited, corresponding to a specific 
thought or motion, so the high values of correlations 
would be observed only within the signals from those 
specific neurons and not from other pairs of neurons. The 
above observation leads us to conclude that correlations 
between the signals would have good discriminating fea-
tures and can be used to differentiate one thought from 
another. It may be argued that since there is a transfer of 
signal taking place, the strength of signal may decrease 
as it moves along a particular path. While this may be 
true, it will not affect the correlations between the signals 

retrieved, Principal Component Analysis (PCA) was used 
for feature  extraction as well as dimensionality reduc-
tion5. In6 transformed the randomly observed data into 
its constituents that are statistically independent using 
Independent Component Analysis but the original com-
bination is not guaranteed to be a linear combination. 
Linear ICA separates the artifacts from EEG signals that 
arouse mainly due to eye blinks and muscle movements. In 
used mutual information to check the amount of indepen-
dence between two datasets. Since the combination found 
in the EEG signals cannot be guaranteed to have a linear 
combination of the artifacts and the original signal uses 
the nonlinear ICA. In6 used separate classifiers for each 
component and then used voting to resolve the disputes, 
if any. Autoregressive model and Fast Fourier Transform 
were used to fetch features and the latest version of learn-
ing classifier systems XCS for processing, some parts of 
beginning of data as well as the ending part of data were 
removed7 and then the remaining data was segmented 
into 128, 256, 512 samples per segment by dividing it into 
0.5, 0.25, 0.125 seconds respectively. In8 Extracted fea-
tures from the EEG data set using system identification 
methods that are using the model of the processes that 
produce the EEG signals. They used scalar Autoregressive 
model to represent the signal. The model that was used 
comprised of white noise and previous signals that con-
tribute to make the next signal. Choosing order of the 
filter depends upon the Autocorrelation function used 
to represent the EEG signal8. The autocorrelation coeffi-
cients are the features of the classifier. In9 dimensions are 
the same as the order of the system and feed forward type 
neural network was used for classification purpose. These 
coefficients were the inputs to the ANN based classifier. 
Adaptive Neuro-Fuzzy Inference Systems for EEG signal 
classification along with the fractal dimensions, in the 
ANFIS were introduced in9. In10 used Higuchi Algorithm 
for feature extraction to extract the fractal dimensions, 
and PCA for dimensionality reduction. In10 used PCA 
with SVD was used to extract features and then the classi-
fications methods like, Bayesian, k-nearest neighbor, were 
used. The features were extracted with the fact that fish-
ers criterion for maximum separation is satisfied. A new 
method for automatic detection and classification of sleep 
stages by multichannel EEG signal monitoring was given 
by in11. For training vector quantization and sleep stage 
definition by mass function per every sleep using gener-
alize log likelihood distortion11 Classification was done 
using Kullback-Leiber (KL) divergence. We observed 
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of different nodes and therefore, correlations will con-
tinue to serve its purpose as a good feature. Based on the 
above conjecture, we have conducted some tests on EEG 
signals. We calculated the correlations between the sig-
nals of different channels for the same thought. A visual 
examination of these plots seems to strongly justify our 
conjecture. In Figure 1, we present the actual plots for the 
signals from different pairs of channels. X-axis denotes the 
sample number and Y-axis denotes the amplitude value in 
microvolt. The pairs were deliberately chosen such that 
some had high correlation and others had low correlation. 
Whenever a person thinks of something, some area of 
brain gets activated. EEG signal are collected using many 
channels over cerebral cortex. So EEG signal are collected 
from all parts of brain, while for a particular motion only 
some parts of the brain contribute. While collecting EEG 
signal many electrodes are placed over one area of brain. 
In12 soon thinking of some motion all the electrodes of 
that area contributed. That is why we expect that there 
should be correlation between specific channels of EEG 
signal corresponding to a particular thought or motion. 
While the correlation plots above show that there is some 
merit in our conjecture, we also realize that there are 
only a few channels that will be strongly correlated cor-
responding to a particular motion or thought. However, 
given N channels, we can have N(N-1)/2 possible pairs 
and therefore the same number of correlations. As men-
tioned earlier, N can be as large as 128 in modern EEG 
machines. Most of the correlations will not have the dis-
criminating power that we seek while only a few of them 

will carry the information that we seek. This implies that 
if we want to use correlations as features, we will have to 
apply some tests to choose only those correlations that are 
useful for our purpose. The procedure adopted for mak-
ing this choice is explained in subsequent sections.

2.1 Material
We used publically available data provided by Eberhard-
Karls-Universität Tubingen, Germany in BCI completion 
III. IT is a two class dataset recorded on a single subject 
for two tasks. There are total 278 trials in training set and 
100 trials in testing set. Each trail is of 3 second duration 
and sampling rate is 100Hz12.

2.2 Methodology
As described above that EEG signal classification is a 
four step process. So here we are discussing each step in 
detail.

2.2.1 Preprocessing
First EEG data is Split trial wise. After breaking the data, 
correlation coefficient of all pairs of channels is calculated. 
Correlation coefficient can be found using

  (1)

Where cov(x,y) is covariance between x and y and can be 
calculate using

  (2)

  and  are expected values of random variables 
x and y.

 and  are standard deviation of x and y.
After getting correlations between channels of each 

trial, mean of correlation coefficient over all trials for each 
channel pair is calculated using:

  (3)

: Mean of correlation coefficient between chan-
nels ch and ch’ for class c taken over all the trial.

: Number of trials of a class c.

: Correlation coefficients between channel ch 
and ch’ for class c taken over all the trials.

Then standard deviation of correlation coefficients of 
all channel pairs of a class taken over all the trial from the 
mean is found out using formulae.

  (4)

Figure 1. Plots of strongly correlated and uncorrelated 
channel pairs. (a) (b) Plots of channel 11(‘+’) and channel 30 
(‘∗’) for class +1 and -1 respectively (Highly correlated). (c)
(d) Plots of channel of channels 11 (‘+’) and channel 22 (‘∗’) 
for class +1 and -1 respectively (Highly correlated).
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calculating the misclassified area. This can be achieved as 
follows: For a given channel pair (i.e., for a given possible 
feature) we get two normal distributions corresponding 
to the two classes that we are trying to classify. The mis-
classification will be the area of overlap between these 
two normal distributions. To find this area first we have 
to find the point at which both curves cross each other. 
This is called the decision boundary of two curves. While 
plotting the curve all plots did not give clear decision 
boundary. Some channel pairs gave plots that had more 
than one decision boundary Figure 3(b). These are obvi-
ously cases of high misclassification and were rejected 
outright as good features. There are some of the samples 
that get misclassified because they lie in the common area. 
So these are responsible for error in classification. 

Here misclassified area of one class can be found out 
using formula 

  (5)

Where
 is intersection of the normal distributions of two 

different classes.
 is standard deviation of normal distribution of 

class j from mean over all trials.
 is mean of normal distribution of class j over all 

trials.
Similarly, misclassified area of another class is

  (6)

is standard deviation of class i from mean over all trial.

 is mean of class i over all trial.
Therefore, the total error (colored area in figure 5) is
Error = error 1+error 2

  (7)

After finding the error for all channel pairs, results are 
sorted in increasing order of error. The channel pairs that 
have the least error are selected as a feature. It is observed 
that if we select the correlation values of 7 channel pair as 
features then we can build classifiers with low error rates.

2.2.3 Classification
Once the features have been selected, we are in a posi-
tion to build the classifier. In this paper we have used 

: Standard deviation of correlation coefficient 
between channel ch and ch’ of each trial from the mean.

Now we model the correlation coefficients of each 
channel pair as a normal distribution. The choice of this 
distribution is due to the fact that general things around 
us in real life follow the normal distribution. This is clearly 
an assumption and we performed a goodness of fit test to 
verify this assumption. Specifically, we performed a CHI-
SQUARE test which gave positive results for confidence 
levels up to 84.32% with this test. We also used the curve 
fitting tool from the statistical toolbox of MATLAB, which 
gave results as shown in Figure 2. The result is in support 
of our assumption to take the distribution of correlation 
coefficients as a normal one.

2.2.2 Feature Selection
The basic criterion for choosing a feature is that its value 
should help us to discriminate between the classes. 
However, it is known that the optimal choice of features is 
an NP hard problem and thus, some heuristics is applied 
to perform the selection. In this paper we check for the 
discriminating power of the feature. Qualitatively, we can 
look upon the discriminating power of a feature as follows: 
If we use only one feature for building a classifier, then the 
efficiency of the resulting classifier will give the discrimi-
nating power of that feature. Thus, the quantity that we 
are interested in the misclassification area for each feature 
i.e. the correlation value of a particular channel pair. This 
can be obtained manually or by calculation. After plotting 
the normal curve of the correlation values obtained for a 
particular channel pair of different classes, feature can be 
selected by either looking for well  separated curves or by 

Figure 2. Plot of normal distribution of correlation 
coefficients between electrode 11 and 30 (highly correlated 
electrodes) as per the curve fitting tool in statistical toolbox 
of MATLB.
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Support Vector Machine (SVM) as a classifier. We used 
the  standard tool, SVM light was used in the present work 
for implementing the SVM. 

3. Results and Analysis
As stated earlier, classification of EEG signal multistep 
process and result of each step is depends upon previ-
ous step output. If there is an error in one step then that 
will propagate in upcoming steps and affect the overall 
accuracy of classification. Therefore, result of each step 
is crucial and need to be analyzed after finishing each 
step. To check the result of all steps some basic concept 
were applied, for example correlation coefficients should 
be between -1 and +1, there should be some channels 
which should not have very high misclassified area (low 
correlated channels) and some channels should have 
low misclassified area (high correlated channels), there 
should be N*(N-1)/2 decision boundary. Another crite-
rion of analyzing the data is that the results of previous 
steps give some knowledge about results of upcoming 
steps. Let’s take an example: channel pair which is highly 
correlated should give low misclassified area and should 
be either neighborhood channels or channels which are 
connected in a long path way. After breaking the EEG 
signal data trial wise, the new data is stored in 278 files 
corresponding to 278 trials. Correlation coefficient 
matrix is a symmetric matrix because the correlation 
between channel X and channel Y (say) will be the same 
as that between channel Y and channel X. Two chan-
nels are highly correlated (anti-correlated) if correlation 
coefficient between then is near to +1 (-1). If correlation 
coefficient is near zero then these two channels are uncor-
related. If correlation coefficient between two channels 
is higher than that signifies they are changing together. 
After getting correlation coefficient among channels, 
their mean is calculated for each class separately and in 
the same way standard deviation of correlation values of 
each channel pair is obtained for each class. Once these 
parameters of the normal distribution are obtained, a 
curve is plotted between the normal distributions of the 
correlation values one channel pair of class +1 and that 
of class -1. Some results of plotting these normal distri-
butions have been shown in Figure 3 to Figure 5. Results 
show that channels having higher value of correlation 
coefficient have less misclassified area while channels 
those have value of correlation coefficient near about 
zero have more misclassified area.

Figure 4. Misclassified area.

Figure 5. Shows the position of channels or electrode over 
scalp and the highlighted blocks indicates the electrodes 
selected as features.

Figure 3. (a) Plot of normal distribution of correlation 
value between two channels of different class. (b) Gaussian 
plot having more than one decision boundary.

(a)

(b)
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4. Conclusion
The paper proposes the classification of EEG signal using 
correlation coefficient among channels as a method of 
features. It emphasizes on the physiological aspect of EEG 
signal. Here we calculate the correlation among channel 
pair followed by plotting Gaussian curve among channel 
pairs of same class. Then on the basis of misclassified area 
some features are selected and used for SVM training. 
Results truly encourages for experiments on other data-
sets including multi class datasets.

5. Future Scope
In future we want to experiments the same methodology 
on other binary class datasets and multi class datasets. Data 
can be more refined by improving the  preprocessing. So 
we are looking to find out improvement in pre processing 
step.
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