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Abstract
Background/Objectives: To propose an Automated model to capture, store, analyze and visualize of Big Data. Methods/
Statistical Analysis: The web server logs are captured in real time and are stored into NoSQL database. The analysis on web 
server logs is performed using object-oriented language plus mongodb and finally the analyzed results are visualized in the 
R environment. Findings: To do a real time analysis of web server logs in data center using mongodb. Tracking of client 
location can be done using GeoIP. This GeoIP location information can be analyzed to find out the total number of visits 
from different country, real time information about server status of success, failure, warning and fatal errors. Real time 
updates of exact location of client who access sever and real time information of server status helpful to avoid repeating 
failure in a system. Application/Improvements: For the future work, we have planned to integrate our automated model 
with stream data processing system and to compare our proposed model with existing framework.
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1.  Introduction

Big data is collection of huge volumes of data and 
is categorized into structured, semi-structured and 
unstructured. Structured data is a representation of rows 
and columns and it is stored in file formats. Examples for 
structured data are XML, data warehousing, databases 
and enterprise resource planning and customer 
relationship management. Semi-structured data is of the 
form bibtex file and SGML. Unstructured data is email, 
video files, audio files, word documents. The web server 
logs are captured using tools such as Flume and Kafka. 
Log files are generated at high rates in a server and data 
is collected using agent-collector methods. The collected 
data is dumped into the file system such as HDFS. Big 
data is stored in a distributed manner and should have 
fault tolerance, sharding, scalability, data availability and 
high performance. The processing of big data is done in 
batch processing as well as real time processing.

Few works has been carried out in the past decades in 

the area of NoSQL. Real time data such as stock prices, 
online transactions can be stored in the Redis database 
for analysing and it is disk backed in-memory database. 
For storing and analysing of log data, HBase is used and it 
is a column oriented database and can achieve scalability. 
HBase is integrated on top of Hadoop. CouchDB is easy 
to use and it is widely used in the Customer Relationship 
Management and it stores data in JSON documents. The 
tracking and analysing of real time data, sensor device data 
and social media analytics can be done using Cassandra. 

Capturing big data is done using agent-collector 
technique and data is collected across collector which 
is stored in the master node and it is dumped into the 
HDFS. Storing of big data in HDFS is done in a distributed 
environment and its features are manage, scalable, 
availability, performance, sharding, replication and full 
indexing support. Processing of big data is done either in 
batch process or via real time process. Analyzing the big 
data is done for the descriptive analytics and predictive 
analytics. 
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To analyze the Big Data using NoSQL Database i.e.
MongoDB. In the Relational database, storing, analysing
and visualizing of Big Data is Difficult. MongoDB is used
to store text, images, audios and videos and can perform
analysis on stored data in the database. Advantage of
using MongoDB is Dynamic Schema, High Availability,
Low-latency and Scalability and can have index on any
attributes.

The MongoDB is used for storing of Big Data and
analysing is performed using Aggregation operations.
MongoDB achieves high availability via Replication and
can store huge volumes of data across multiple servers
via sharding. MongoDB can use in many use cases
such as Fraud Detection, Product Catalogs, User Data
Management and Content Management and Delivery. 

2.  Related Work

The data-driven model is proposed for processing big
data and collection of information from different sources
for mining and data analysis1. Exploring things from
unstructured data and finding insights for decision
making and business development in the organization2.
Processing large volumes of data in big data is better
compared to traditional databases3. Big data is generated
from different sources such as Application/server log,
cell phone GPS signals, scientific research, telemetry
data and transaction records of online purchase and
finding insights from the big data is the challenging in the
modern world4. The method for visualizing of big data is
crucial and analyzing is done to improve the method for
customizing it to gain attention from the business analyst,
data scientists and researchers5,6.

The processing of events logs to improve the
business process is the challenging task in the industry
and proposing architecture for analyzing event data to
get process flow for better understanding to increase
the performance of the business using a distributed
processing environment7. Analyzing big data in motion
is performed using InfoSphere to give better throughput
in the short time. Stream data is generated from online
purchase and to be analyzed to get quick response for
better decision making and creating new opportunities
for the organization8. Analyzing time series data in real
time is the challenging task and is done for predicting the
future to increase the performance of the business and
visualize the time series data for better understanding of
the behavior9,10.

Extracting knowledge from big data using natural
language processing can be done and polarity classification
is used for sentiment analysis of unstructured data11-13.
Extracting frequently occurring patterns from big data
is difficult and need to propose an algorithm for mining
pattern from large volumes of data14-16. The algorithm
for extracting knowledge from big data is for creating
business opportunities and to make better decisions17,18.
The top concern in the big data field is the security and an
approach is proposed for overcoming this issue. Mining
of medical and biological data is increasing at high rates
and is to be analyzed using the big data technologies for
better throughput and to find out insights19-22. 

Mining of biological data is a complicated task and is
needed a processing methods to analyze the biological big
data. Biological data may be structured or unstructured
and is processed using diagnosis methods. The web
services are needed to inter-operate data and applications
have been discussed in this paper23. To publish the web
services in the UDDI Registry for the reference to the
consumer and is accessed via HTTP protocols and the
data is exchanging using XML. The consumer raises
a request in the UDDI registry and the response to the
request is the services24-26.

The web service are accessed via remote server and
is accessed by users all over the world and is required
to install few software for making use of these web
services27,28. The Biomedical image analysis is needed by
research professionals and to compute the results in the
efficient manner is discussed in this paper29.

3.   Automated Model for Big Data
Analysis

The goal is to provide an automated model for extracting
knowledge from big data and finding insights out of it.
The data is generated at very fast rate at the server side
and the challenging task is to capture the data in the real
time and is to be stored in the database for the analysis of
big data and to visualize data in R. The automated model
is divided into the following components.
•	 Client-Server: The web server logs are captured in

real time using client-server model. The client-server
model is implemented for capturing web server logs.
The agent module is implemented at the server side
for reading the logs in the real time. The collector
module is implemented at the client for writing the
logs to a file. 
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•	 Mongodb: Mongodb is used for storing structured 
and unstructured data. The web server logs are 
stored into the Mongodb using the mongoimport 
functionality. Mongodb stores the documents in the 
form of BSON format. Mongodb is used for analysing 
of big data. The analysis of web server logs is done 
using java and mongodb. The analyzed results are 
stored into the Mongodb for visualization purpose.

•	 Java: Java is used for integrating client-server model 
with mongodb to analysis the web server logs. The 
java programming language is linked with mongodb 
using mongo-java jar, for the analysis of big data in a 
secured way.

•	 R	Language: The analyzed results are visualized in 
the R environment. R is used for data analysis and 
statistical computing. Using R environment, we can 
generate reports for the purpose of future prediction 
and finding insights out of the reports using the 
predictive model and statistical model.

Figure 1.    Automated model scheme.

4. Big Data Analysis

The agent is reading the web server logs from the server 
in the real time and the collector listens to the agent. The 
collector is continuously reading data from agent and 
writing the logs into a file. The client-server model is 
proposed for achieving the goal. The client server model is 
capable of reading data from multiple servers and writing 
data to multiple clients.

The Mongodb is integrated with java via mongo-java.
jar and is used to store huge volumes of data. Its features 
are high scalability, high availability of data, replication, 
sharding, dynamic schema, aggregation framework, 
mapreduce. It can store text, image, audio and video and 
analysis can be performed using aggregation framework 
as well as with mapreduce. It can be integrated with many 
big data technologies such Hadoop, R, Splunk, GridGain, 
and Storm.

R language is for study of business data and using 
programming techniques to create a new opportunities 
and finding insights for achieving business goals. It is 
used for descriptive and predictive analysis. R is used for 
finding trend, outlier and pattern. It is used to generate 
reports, dashboards, predict future possibilities and to 
analyze data to find patterns.

4.1	Client-Server	Model
The client-server model is implemented using java 
language and is explained as follows.

4.1.1 Procedure to Create Agent Class
•	 Create an agent class.
•	 Declare variables as static fields inside the class.
•	 The server listens to the request coming from the 

client.
•	 Agent is reading a file from the server.
•	 The server accepts the request from the client.
•	 The agent is sending the data to collector after reading 

from the server.

4.1.2 Procedure to Create Collector Class
•	 Create a Collector class.
•	 Create a file.
•	 Collecting data from the agent and writing it to a file.

4.2	MongoDB
To do a real time analysis of web server logs in data 
center using mongodb. Tracking of client location can be 
done using GeoIP. This GeoIP location information can 
be analyzed to find out the total number of visits from 
different country, real time information about server 
status of success, failure, warning and fatal errors. Real 
time updates of exact location of client who access sever 
and real time information of server status helpful to avoid 
repeating failure in a system.

4.2.1 Analysis of Log Data using MongoDB
The following are steps to analysing of log data using 
mongodb.
•	 Install mongodb
•	 Create database
•	 Create collections
•	 Import documents
•	 Analyze documents
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4.3 R Language
R language is a programming language for statistical
analysis, data mining and analysis of data. Integration of
mongodb and R is done using a package called rmongodb.
The features of R language are in memory processing,
predictive model, efficient graphics, have packages for
ease of use. Rmongodb is used for big data analysis and
is an interface between mongodb and R environment.
The analyzed results in R can be used to generate reports,
dashboards and patterns. 

5.  Experimental Results

In this section, we analyzed web server logs using our
proposed model. 

5.1	Case	Study	1:	Web	Server	Logs
In case study 1, the web server logs are captured using
client –server model and are imported into mongodb
for analysis of logs. Finally analyzed data is given to R
environment for visualizing data.

5.1.1 Starting an Agent 
The agent is started to listen to the collector is shown in
the Figure 2. The agent role is to capture logs in real time
and to transfer it to the collector. The agent is reading logs
from the server as soon as the logs are generated at the
server side. The agent acts as an intermediate between
server and collector. The agent can be one or more to
capture the big data from different sources.

Figure 2.    Starting an agent.

5.1.2 Starting a Collector 
The collector is started to receive data from the agent and
reading data from agent and writing it to a file in real time
as soon as the logs are generated. The collector is reading
logs continuously and the output is shown in the console
as well as writing it into a file. The file is imported into
mongodb database using the command in mongodb bin
folder. The collector is writing each line from agent and
also flushes the data at each time the data is written into a
file. The client-server model is implemented in java and is
integrated with mongodb for the analysis of big data. The
collector module is writing a data to a file and showing
the results in the Figure 3. The mongoimport command 

is used to import the logs from a file and is used for the
further processing.

5.1.3 Staring a MongoDB Server 
The mongodb server is started in console using the
command mongod and also the database path is given to
store the data in the respective directory. The mongodb
server is started in console and is shown in the Figure 4.

5.1.4 Staring a MongoDB Client 
The mongodb client is started and is shown in the Figure 5.
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Figure 3.    Starting a collector.

Figure 4.    Starting a mongodb server.

Figure 5.    Starting a mongodb client.
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5.1.5 Creating Database in MongoDB 
The database LogFile is creating using the command use
and it is shown in the Figure 6.

5.1.6 Creating a Collection in MongoDB 
The collection LogDocument is creating using the
command db.createCollection in the mongo shell and is
shown in the Figure 7.

5.1.7 Importing a Documents in MongoDB 
The documents are imported into collection called 
LogDocument and is imported using a command
mongoimport.

5.1.8  Integrating MongoDB and R using Rmongodb
Package

The rmongodb package is installed in the R environment 

Figure 6.    Creating a database in mongodb.

Figure 7.    Creating a collection in mongodb.

Figure 8.    Importing a documents in mongodb.
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for connecting mongodb with R to do a data analysis 
and generate reports and dashboards for predicting the 
patterns. The Figure 9 shows the connection between 
mongodb and R.

5.1.9 Data Analysis in R
The query is written to analyze the logs to return the GET 

method from the collection and is displayed in the R 
console. The analyzed results are shown in the Figure 10.

The numbers of clients visited to the server per day 
from different countries are shown in the Figure 11.

The query is written to display number of success and 
failure status in the Figure 12.

Figure 9.    Integrating mongodb and R using rmongodb.

Figure 10.    Display documents in R console.rmongodb.

Figure 11.    Visitors from different country.
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6.  Conclusions and Future Work

The proposed model has following components such as
client-server model, mongodb and R. The client-server
component is reusable part and the entire component can
be integrated with any framework. Mongodb is capable of
replicate a logs and is analyzed by our automated model.
For the future work, we have planned to integrate our
automated model with stream data processing system and
to compare our proposed model with existing framework.
The cloud computing is moving the large number of
application software and database to the distributed
data centers, where the data is generating at the high
rate and is managing to get insights out of it is still an
complicated task. Analysis of image, audio and video is to
be done using an efficient processing method and is to be
integrated with our proposed model.
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