
Abstract
Organizing and maintaining the big data are the two major concerns which have led to many challenges for the organization. 
The main objective of this research work is to give an overall idea about organizing Big data with High performance. 
MapReduce is one of the commonly used techniques which is used to analyze a large volume of data in an efficient manner. 
A common overview of Big data and the implementation of the MapReducing technique on Biomedical Big Data has been 
discussed in this paper with an algorithm. Discussion on performance analysis of MapReducing technique being will open 
the doors for further research activities in Big Data Analytics and MapReducing technique. Highlight of this research work 
is the data which has been selected and the output of the research work has been openly discussed to help the beginners 
of Big data. The proposed research work will give an insight about the implementation of Hadoop Distributed File System 
for small and medium sized business. 
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1.  Introduction
IBM is one the major player in Big Data Analytics, it also 
states that 90% of the data in the world have created in the 
last two years1. A report from IDCS states that the data 
volume would grow by a factor of 300. That is from 130 
Exabyte to 40,000 Exabyte between 2005 and 20202. The 
major reasons for such tremendous growth of data are 
growth of Internet and Mobile devices. Transformation 
of static website to dynamic website can be considered as 
the major reason for the increased volume of data. Since 
mobile devices are accessible and affordable to everyone 
with lots of features, it has become easy for the user to share 
information i.e., create data in an exponential manner. 

For any Business organization or Health care 
organization or Government organization or Educational 
Institution, data that are being collected from the user 
is the biggest asset. Analysis on the data that is being 

collected would have a large impact on the organization. 
As the data grow exponentially, it is a great challenge for an 
organization to analyze the ever growing data. Whatever 
may be the size of data, the organization has to preserve 
and maintain the data created by the user. Now the major 
goal of an organization is to maintain the large volume of 
increasing data efficiently. Big Data analytics are the solu-
tion for the challenges faced by the organization. Since 
the traditional tools and technique cannot handle large 
volume of data, Big data analytics has received a huge 
welcome from various organizations. 

The following evidence for the above statement:

Government of The United States of America has •	
allocated of 200 million USD for big data research3.
The Massachusetts Institute of Technology has hosted •	
a separate Intel Science and Technology Centre for Big 
Data Research4.
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Oracle has released big data products and solutions for •	
enterprise to experience real business value from big 
data5.
Center for Development for Development of Advanced •	
Computing under the department of Electronics and 
Information Technology, Government of India uses 
Big Data Analytics for the research on data that is 
being collected by the Government of India6. Experts 
from CDAC reach Students via Workshop and Guest 
lecture to provide awareness on Big Data Analytics.

In this paper a brief overview of Data, Data Structure, 
Big Data, and Big Data Analytics has been discussed. 
MapReduce concept has been implemented on large 
volume Biomedical Data and the result of the implemen-
tation has been narrated in this paper. The performance 
of the implemented MapReduce technique on biomedical 
data has been discussed, which would enable would help 
the future research activities. 

2.  Big Data Overview
In general the term “Big data” indicates the large volume of 
data. The Size of the “term” large depends upon the particu-
lar individual who is handling that data. In7 has defined big 
data as large volume of heterogeneous data, from autono-
mous sources with distributed and decentralized control 
from which complex and evolving relationship are sought7. 
In7 have defined it as HACE Theorem for Big Data. From our 
analysis from the HACE theorem, we could define Big data 
as “Large volume of heterogenous, unstructured data which 
cannot be processed using traditional database manage-
ment system”. In8 has defined big data as a “datasets whose 
size is beyond the ability of typical database software tools 
to capture, store, manage, and analyze”. From this defini-
tion we can infer that, the traditional tools and methods will 
not be sufficient to manage and analyze the ever growing 
data. Process or manipulation or calculation, being carried 
using some special tool over large volume of heterogeneous 
(big data) is coined as “Big Data Analytics”. Migrating or 
moving towards a new technology will arise, when there is 
a lot of difference between the existing system and migrat-
ing system. Here the difference is on “Data”. Table 1 gives a 
comparison between the big data and traditional data.

3.  Research Motivation
From the above Table 1, certain important facts about Big 
data are quite essential for moving towards a new kind of 

methodology, thereby giving a clear view for the research 
scholars to explore on analyzing big data. As the data gets 
increased rapidly, it is very essential to manage the ever 
growing data. Rapid growth in data from Megabyte to 
Gigabyte, from Gigabyte to Terabyte, from Terabyte to 
Petabyte, from Petabyte to Exabyte9 has made the research 
scholars to think beyond the traditional tools. The two 
major research challenges in migrating from traditional 
data to big data would be the performance and process-
ing of data. Processing of data indicates the processing of 
large volumes of unstructured data. Unstructured data 
indicate data of different data types (Structured data indi-
cate the same kind of data type). In the real time scenario, 
large volume of unstructured data type is being produced 
by the users. It is not feasible to process and manage 
the unstructured data using the traditional database 
management tools. 

Another major challenge for the research scholar with 
big data would be “Cost”. In order to manage large volume 
of data, it would be mandatory to invest much on infra-
structure. The ultimate goal of Big data research can be 
defined as 3V’s- Volume, Variety and Velocity10. In8 has 
coined “Value” as another parameter. The term “Value” 
indicates the output of the data process. So 3V’s of goal 
can be expanded as 4V’s of Big data. The 4V’s of big data 
can be defined based upon the goal as “Large Volume of 
Variety of data has to be reduced in high Velocity and 

Table 1. Comparison of big data vs traditional data

Sl. No. Traditional Data Big Data

1. Here the data is 
“Structured” data

Here the data is 
“Unstructured or Semi 

structured” data

2. The size of the data is 
very small

The size is more than 
the traditional data size

3. Here the data is 
Centralized

Here the data are 
distributed 

4. It is easy to work or 
manipulate

It is difficult to handle 
the data

5.
Normal system 
configuration is 

sufficient to process

High system 
configuration is 

required to process the 
data

6. A traditional database 
tools is enough

Special kind of tools are 
required

7.
Normal functions are 
enough to manipulate 

the data

Requires special kind of 
functions to manipulate 

the data
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Low Fault tolerance, failure of a particular node will •	
not affect the entire process.

With the above advantages, the process of Map-Reducing 
can be implemented using Apache Hadoop, which is a 
popular open source tool for Big Data Analytics. Map-
Reducing concept can also be utilized for association 
rule mining process in data mining14. In15 has defined the 
process of Map-Reducing as the process which consists 
of map phase, shuffle phase, sort phase and reduce phase. 
The process involved in these phases has been discussed in 
the following section, with an illustrative implementation 
on Biomedical Big Data.

5. � MapReduce on Biomedical Big 
Data

5.1  Overview
In general, the map reducing process is carried out in 
Apache Hadoop framework using Hadoop Distributed 
File System (HDFS)16. It divides the data into name node 
and data node. Name node can also be termed as Index 
node, which has the index of the data which has been spit-
ted into data node. The data has been spitted into data 
node in a redundant manner, i.e., the same data will be 
stored in the multiple name nodes. When the map-reduce 
program initiated, the data will be fetched from the near-
est name node based, which has been redirected by the 
name node. 

 When the map-reduce program has been initiated, the 
data which has been preloaded into the HDFS framework 
will be divided across the nodes and mapping process will 
be carried out. The output of the mapping process will be 
again stored in the HDFS framework. From the mapped 
data which has been stored in the data node, reducing 
process will be carried out. 

In our experiment, biomedical data from the 
PubMed database has been fetched into the HDFS 
framework. MapReduce program has been initiated 
to identify the behavior of the HDFS framework at 
various time stamps. MapReduce program has been 
initiated for the 40,000+ data which has obtained 
from the PubMed database, using keyword EDTA 
(Ethylenediaminetetraacetic acid). Figure 2 gives the 
information about the data which has been taken for 
the experiment from the PubMed Database. The steps 

arrive a Value or solution of the process”. Figure 1 will give 
a pictorial representation overview of Big data.

Predicting the future by analyzing the previously 
processed data is the main reason that motivates “Big 
Data Analytics” research. Analyzing the data that 
has been collected in a certain period of time can be 
processed and using the result of the process, the future 
can be predicted. The prediction can be a correct one, 
or it may be end up in a different manner. This kind of 
activities would be much useful for business and real 
time scenario, where the data that is being collected are 
unstructured and large in volume. These are some of 
the main reasons that motivates research on Big data 
analytics. Section 4 of this paper would give a clear 
idea on “MapReduce” concept of Big data analytics. 
Implementation of MapReduce concept has been dis-
cussed the rest of the sections. 

4.  MapReduce 
MapReduce is one of special kind of Big data analytics, 
which is commonly used in large volume of unstruc-
tured data11. The two major operations of MapReduce 
concept are, Mapping and Reducing. Mapping is the pro-
cess of filtering and sorting of large volume of Big Data 
and Reducing is the process of counting the data that has 
been filtered and sorted. Map-reducing concept can also 
be utilized with the data which is present in the cloud 
based environment, where the services are hosted to the 
client over Internet12,13. The three major advantages of 
MapReduce programming are.

Simple and Powerful, where large number of task can •	
be performed in an easy manner.
Scalability, the framework can be expanded and •	
reduced based upon the requirement. 

Figure 1.  Overview of big data.
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5.3  Implementation
The above proposed algorithm has been implemented 
using the Hadoop Framework. When the data has been 
loaded into the Hadoop Distributed File System, using the 
Map-Reduce program the entire data has been mapped 
and reduced. Figure 3 shows the output, when the Map-
Reduce program has been initiated.

The map-reduce program has been initiated on 
unstructured data, which consist of Integer data type and 
Character data type. When the large volume of unstruc-
tured data (variety) of data has been loaded into the 
HDSF, the volume of the data loaded has been reduced. 
The proof for such reduced volume can be identified from 
the Figure 4. Number of times each and every word and 
numbers, repeated in the data has been obtained as the 
result of Map-Reduce program. Inside the Figure 4 we can 
find the output of the Map-Reduce program, which shows 
the number of times each and every element of the data 
has been repeated in the side. 

5.4  Implementation Analysis
As the implementation satisfied the basic concepts of Big 
Data analytics, MapReduce program has been initiated 

Figure 2.  Data Fetched in HDFS Framework.

Map-reduce algorithm.
1. Start
2. {

3. Download the data for which the Map-Reduce 
program has to be implemented.

4. Download and install the Hadoop from https://
hadoop.apache.org/

5. Initialize the hardware required to run the Map-
Reduce program.

6. }
7. {

8.
Initialize the data set for which the Map-Reduce 
program has to be implemented into the Hadoop 

Distributed File System (HDFS).
9. Code the Map-Reduce program on the loaded data.

10. {

11. Mapping of Data takes place on the data which has 
been loaded.

12. Reducing of Data takes place on the data which has 
been mapped.

13. Extraction of process takes place on the mapped and 
reduced data.

14. }

15. Result of the program has been derived from the 
extraction step.

16. Step is repeated ‘N’ number of times to analyze the 
performance of the program.

17. End.

Figure 3.  Working of map-reduce program.

Figure 4.  Output of map-reduce program.

involved in the experiment have been narrated in the 
following section as an algorithm.

5.2 � Algorithm for Map-Reduce Program on 
Biomedical Data

The following Table 2 gives step by step procedure to be 
carried out for the implementation of Map-Reduce pro-
gram on Biomedical Big Data.
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The time taken for the first mapping and reducing is •	
more than the other values. Since the data has been 
fetched into HDFS, the time taken for the first time is 
more than other time. 
Forming a graph using the obtained values gives us •	
information that there is not much deviation in the 
performance of the MapReduce program on the Big 
Data. Figure 5.1 and Figure 5.2 gives the insight of 
Mapping and reducing process. In Figure 5(a) and 
Figure 5(b), X axis indicates the instance number of 
the process and Y axis indicates Time taken for the 
process in milliseconds.
The average time taken for the mapping process is •	
16540.4 milliseconds and 3705 milliseconds. 

6.  Future Scope and Conclusion
From the implementation and performance analysis, 
we can come to a conclusion that the MapReduce pro-
gram can be implemented in any form of Big Data and 
meaningful information can be arrived as a result of the 
implementation. In the proposed implementation, the 
data has been fetched from the standalone system. In the 
future research work, a deep analysis can be made on the 
data which has been stored in Cloud. This will open to a 
new era of computing and a next step in Cloud computing, 
where Analytics as a Service can be provided as services 
to the customers. Implementing MapReduce program on 
the data which has been collected in IoT environment will 
take the analytics and IoT into different frontiers. 
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