
Abstract
Objectives: The rapid growth of E-commerce emphasizes the customers’ attention on product purchases through large 
number of websites. The customers tend to buy the products with more and best features, but those features fails to satisfy 
their expectations. This limitation is termed as Feature Fatigue (FF) in product usability analysis in web mining. The ob-
jective of this novel approach is to evaluate the product usability effectively and supports the designers to make decisions 
in future. Methods: The consumers’ reviews are collected from various E-commerce websites using web crawler. These 
review sentences are preprocessed by removing the stop words and stemming. The synonym dictionary is created from 
the preprocessed sentences. Findings: In order to attain usability evaluation frequent item set is identified by improved 
Apriori algorithm and the association rule is generated. Finally the product capability is evaluated effectively in the FF 
analysis using analyzed features. Improvements: The product reviews are gathered from the E-commerce websites to 
analyze the feature usability of that product and obtain 95% accuracy. The feature analysis report helps the manufacture 
to alleviate the FF by balancing the capability and usability of the product.
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1. Introduction
Online shopping is now more popular, due to the rapid 
growth of Internet usage worldwide. With the immense 
development of E-commerce the amount of customers 
in buying online products is also increasing day by day. 
Once the customers decide to do online shopping, they 
refer the reviews about the products posted by other 
customers. Usually, after purchasing the products, the 
customer’s posts their own opinions about the products 
in Social websites and blogs such as Facebook, Twitter, 
Amazon1 etc. In general, reviews are collected from two 
sources one is from the Sellers’ website with descriptions 
from review platform and the second source is from the 
Customers’ site or blog2. The reviews collected may either 

positive or negative based on the features of the product 
and the service provided.

Based on those reviews, the reputation of the prod-
uct and the organization may increase or decrease. The 
reviews of the customers help other customers to make 
decisions in buying the products, as a word-of-mouth3. 
The goodwill of the organization is ruined by the negative 
reviews. Moreover, most of the negative reviews illustrate 
the dissatisfaction of the customers on the product fea-
tures after using it. This dissatisfactory of the customers 
on product usability is defined as Feature Fatigue4.

To study the Feature Fatigue analysis, the product 
usability analysis is required. The three aspects of the 
usability are Efficiency, Effectiveness and User satisfac-
tion5. Based on the testing methods6 and the survey data7 
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the traditional methods evaluate the usability of prod-
ucts. This mechanism is a time consuming process and its 
economics cost is high. In order to reduce cost and time, 
this paper proposed a novel framework which focuses on 
product usability analysis based on web mining8. 

The novel approach proposed in this article uses vari-
ous customer reviews which are collected from web. The 
proposed approach consists of three phases. The first 
phase includes the data preparation process and the sec-
ond phase is Usability Analysis and the third phase is 
Feature Fatigue Analysis. At the beginning stage the input 
i.e. customer review is raw review, so it is preprocessed2 to 
obtain a review sentence which is the input for Association 
Rule mining process9. The NLP is used for POS tagging 
and then the synonym dictionary is developed by LDA10 
and Synonym Lexicon11 method. The candidate feature 
set that is the synonym dictionary is created by identify-
ing the nouns phrases from the POS tagging with LDA, 
which extends the Synonym Lexicon. Then filtering rules 
are applied to the extracted feature set to obtain the final 
product feature.

The Fruit Fly Association Rule Mining12,13 is used in 
this work to decide the semantic orientation of the review 
sentence to obtain and the frequent item set is obtain 
using the improved Apriori algorithm. The usability 
evaluation and the product capability is evaluated in the 
FF Analysis, with these evaluation FF degree is measured 
which is used to alleviate FF effectively.

2. Related Works
Natural language processing is research process which 
is related to human-computer interaction area. The pro-
posed framework focus on usability analysis which is 
needed to work on Natural languages, as the customers 
posts their reviews in a simple speech language13. This 
section describes some related work that uses the NLP 
or LDA to process the natural languages and also some 
related works are described for mining the opinion and 
Feature Fatigue analysis from the customer reviews.

In14 a novel grouping idea is proposed for product 
features. The Latent Dirichlet Allocation (LDA) is used 
by the author to extract large scale constraints. The topic 
modeling method LDA is enhanced to handle must-links 
constraints and the cannot-links constraint to extract the 
feature automatically. Then result of the constraint LDA is 
then applied to the extracted feature to group the product 
feature.

In15 a method to extract the opinion features from two 
different corpora is presented. Domain-specific domain-
independent are the two corpuses used in this work. The 
author takes the hotel and cellphone reviews and generate 
a set of rule to extract the candidate opinion feature from 
the domain-specific corpus. Its Domain Relevance (IDR) 
and Extrinsic-Domain Relevance (EDR) scores are esti-
mated. The author confirmed from the extracted feature, 
that it has less EDR scores and more IDR values

In16 a Feature Fatigue Multi-Objective Genetic 
algorithm method is introduced to solve the product 
usability problem during the product designing stage. 
The fitness function represents the uncertain customer 
preferences and their relationship based on Bayesian 
network. This approach provides many solutions along 
the Pareto-optimal frontier but it has less focus on what 
kind of feature should be included to alleviating Feature 
Fatigue.

In17 an efficient algorithm based on finite state machine 
was developed to remove the stop words in Arabic lan-
guage. A set of 242 Arabic abstracts and another dataset 
is extracted from the Saudi Arabian National Computer 
Conferences (SANCC) and another set of data chosen 
from the holy Q’uran. The novel framework verifies the 
combination of data to achieve minimum time utilization 
but it has its limitation in accessing the dictionary. This 
approach for stop word removal provides approximately 
98% impressive result.

In18 a novel approach for Feature Fatigue analysis were 
proposed based on behavioral decision making theory. By 
analyzing the customer review the author describes that 
the customer purchase decision is varying before buying 
and after using the product. This leads to the customer 
dissatisfaction and their purchasing opinion is changed. 
This novel approach adopts six dimensional value mod-
els that append the features on customer perceived value 
before and after use. A further analysis model is applied 
for analyzing FF.

In19 a syntactic approach for opinion mining was 
proposed. This approach used an aggregate score, 
SentiWordNet, syntactic dependency and aspect table of 
opinion words. The author applied his work on restaurant 
review and made a comparison with POS tagger method. 
The accuracy of the annotated test set result is 78.04% which 
is 6% more than existing method which uses POS for fea-
ture extraction. This paper uses the POS tagger for feature 
extraction along with LDA and Synonym Lexicon, there-
fore the proposed work provides an impressive result.
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In20 made an investigation to identify importance 
of product usability by comparing other attributes. The 
active information search method is applied initially to 
identify possible attributes. The author takes the mobile 
phone as the example product. Structured preference elic-
itation and ranking are proposed to interview and find 
the important attributes. A conclusion is made in terms 
of product choice, usability is indeed important but not as 
much as users believe and the other important attributes 
are cost, features and aesthetics. 

In21 made a research based on statistical regression 
and correlation analysis with Multiple Linear Objective 
Programming (MLOP) for obtaining sensibility words. 
The determination can be made to analyze perceived 
feeling of consumer about that particular product with 
this analysis. The word is verified whether it is related 
to the product design or not. If the words had some 
relationship then optimal design criteria is derived to 
attain maximum possible perceived quality of system. 
This research is conducted by taking thirteen sensibility 
words, twelve product models with forty nine design ele-
ments. And the final result is analyzed using fuzzy set 
logic and MLOP.

In22 performed an investigation on dimensionality 
reduction using Singular Value Decomposition (SVD), 
stop-lists application and word stemming for improving 
the performance and also proposed a semantic task which 
is applicable to work with larger corpus. An improved 
SVD based method is applied for generating semantic 
representation.

Various authors proposed different natural language 
processing approaches and they are explained above. 
Kano’s model23, Bass model24 and Norton-Bass model25 

are the various proposed approaches existing for Feature 
Fatigue analysis. Moreover, the existing approaches for 
Feature Fatigue analysis are also discussed. Though dif-
ferent approaches exist they have certain limitations and 
to overcome that the work proposes NLP tool along with 
LDA to generated better accurate results. FF is analyzed 
by rule mining from the synonym dictionary and FF 
degree is evaluated for better analysis of product features 
and they are discussed in the following section.

3. Proposed Methodology
To evaluate the product feature effectively, a novel 
method has been proposed. By determining a feature, 
which should be included with the product to alleviate 

the FF. To implement, the method is proposed through 3 
phases namely, 1) Data Preparation, 2) Product Usability 
Analysis and 3) Feature Fatigue Analysis. Figure 1 shows 
the framework of the proposed methodology.

During phase 1, the concept of data preparation 
involves collection of reviews, preprocessing procedure 
and creation of synonym dictionary. In the second phase, 
association rule mining with fruit fly algorithm and 
improved Apriori algorithm is applied to analyze prod-
uct usability. In the final phase, FF analysis is performed. 
This ensures that the product feature will be evaluated 
effectively and supports decision making for the prod-
uct designers in future. In the following subsections, the 
methods of three phases are discussed.

3.1 Phase 1 – Data Preparation
This phase consists of three processes: Collection of 
reviews, preprocessing procedure and creation of syn-
onym dictionary.

The process of review collection is made to collect 
the reviews from web about the product. Those collected 
reviews are then processed to be converted as sentences. 
Hence, it is to be used by association rule mining, the 
reviews are converted as sentences through which the 
synonym dictionary is created.

In the preprocessing process, the collected raw 
reviews are preprocessed to generate review sentences, 
which is stored in review collection database. The review 
evaluation is processed only on sentences. Hence the raw 
reviews are preprocessed and converted into sentences 
which are then used by association rule. The stop words 
are identified and cleared in the data cleaning process as 
suggested in26 which refers to the most common words 
in speech language (English) are removed and also the 

 

 

 

 

 

 

Figure 1. Framework of proposed methodology.



An Enhanced Web Mining Approach for Product Usability Evaluation in Feature Fatigue Analysis using LDA Model and 
Association Rule Mining with Fruit Fly Algorithm

Indian Journal of Science and Technology4 Vol 9 (8) | February 2016 | www.indjst.org

 function words27 which contain the ambiguous meaning 
or little lexical meaning are also removed.

The function words express the grammatical relation-
ship between the words or in other terms the function 
words might be conjunctions, prepositions, articles, pro-
nouns. This research work focus on extracting the relevant 
words that has the proper meaning about the product 
usability. In this case the functions words are not needed 
so it is removed and the context words are generated.

The context words refer to noun, verb, etc. After the 
context words generated, stemming28 is applied on it. 
Stemming is one of the important processes in infor-
mation retrieval. This is applied to extract the common 
words. For example “wonder, wonderful, wondering, is 
considered as the input for stemming process, the output 
will be “wonder” likewise the stemming process removes 
the letter which is ending with s, ed, ing, ly.

3.1.1  Synonym Dictionary with LDA and Lexican 
Algorithm

Customer posts their opinion on their own words in the 
review and they use different words to mention the same 
feature. For example ‘photos, images, pictures ’mention 
the same feature for the camera product. Collecting the 
synonyms from this kind of feature is difficult process. A 
Natural Language Processing (NLP) is applied for Part of 
Speech (POS) tagging. NLP parse each and every review 
sentence and produce a Part Of Speech tag, such as noun, 
verb, etc. The POS tagging provides the initial feature from 
the extracted nouns. These features are further processed 
by the LDA model and generate the final product feature.

The synonym dictionary is developed by Latent 
Dirichlet Allocation (LDA) and Lexican algorithm from the 
extracted nouns. The working procedure of the synonym 
dictionary creation process is explained in the Figure 2.

3.1.2 LDA Model
The LDA considers a single document as a mixture of 
several topics. The proposed work process with many 
document such as Processor review as one document 
and RAM capacity review as another document and so 
on. The processor, Ram, WI-FI types, Battery is consid-
ered in LDA model and it starts to execute by sampling a 
word distribution from a prior Dirichlet distribution. In 
the synonym lexicon extension process, an extension is 
performed from the original feature F1 to F2 by appending 
the synonym of F1  Finally a new feature set is created by 
intersecting F0 ∩ F2. The collection of new feature is the 
synonym dictionary.

The Figure 3 explains LDA and Lexicon Synonym 
process for synonym dictionary creation. In Phase 1, 
the data preparation and synonym dictionary creation is 
performed with the help of NLP and Synonym Lexicon 
Algorithm. The following section describes the second 
phase of this paper.

3.2  Phase 2: Product Usability – Improved 
Association Rule Mining and Fruit Fly 
(ARMF)

The association rule mining29,30 is an important task in data 
mining and it is used to find the frequent pattern, correla-
tions and associations in the information  repositories.
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Figure 2. Procedure of synonym dictionary creation.
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Usually the association rule mining is used to find 
the frequent pattern, correlations and associations in 
the information repositories. Similarly in the proposed 
work, the rule mining is applied to mining rule to check 
whether the generated review sentence is related to the 
features usability or not.

The state of the problem for mining the association 
rule is as follows:

 ls ls ls ls lsn= …{ }1 2 3, , , ,

Set of items where ls is the itemset. And the set of 
transaction is:

 Trans T T T Tn= …{ }1 2 3, , , ,

Each Trans contains the items of the ls. Association 
rule is in the form of p Æ q. p and q is the item in the ls 
and p ⊂ ls, q ⊂ ls and p ∩ q. When p was in transaction 
then q is almost involved in the transaction too.

3.2.1 Frequent Itemset
An itemset is said to frequent, whenever its support is 
greater than or equal to minimum support threshold. 
In this work some of the itemsets are processor, battery, 
memory, display feature, Wi-Fi type, RAM, etc. and the 
items are “good”, “clear”, “simple”, “better”, “worst”, “nice”, 
etc. The set of items with high support is applied to find 
the association rule. The support for a rule is defined by 
its transaction percentage which has p ∪ q and it describe 
the show frequent, the rule is used in the transaction T. 
The following formula represents the support of a rule:

 
Support p q

p q
N

→( ) =
∪

p ∪ q Represents the number of transaction of all items 
of the rule and N refers the total transaction. The above 
support formula calculates the relative support value. The 
confidence is defined by its transaction percentage having 
p that also contains q.

 
C p q R q p

support p q
support p

⇒( ) = ( ) =
→( )
( )|

Confidence value is an important measure that views 
all transaction that contains certain item defined by the 
rule. The precision, recall and f-measure is calculated with 
their respective formulas and are discussed in Section 4. 
And the usability evaluation operation is performed in 
the following section.

3.2.2 Apriori Algorithm
Apriori algorithm31,32 is utilized for frequent item set 
mining and association rule learning on transactional 
databases. This is achieved by identifying the frequent 
individual items in the database and then it is extended 
to larger item sets until it appear sufficiently often in the 
database. The association rules can be determined by 
these frequent item sets which highlight general trends 
in the database. 

3.2.3 Limitation of Apriori
The main limitation of Apriori is the cost and execution 
time is high32, 33. For example, to detect frequent pattern in 
size 100 (r1, r2… r100) then 2100 candidate itemsets have 
to generate which is costly and takes more time in can-
didate generation. Therefore it scan database many times 
repeatedly for finding candidate itemsets. The Apriori for 
finding frequent set is very poor in efficiency when there 
is large number of transactions. 

3.2.4 Improved Apriori Algorithm
The improved Apriori algorithm33,34 decrease the num-
ber of candidate items in the candidate item set Cj. In 
the Apriori algorithm1, Cj - is compared with support 
level, once it was found. If the itemsets are less than the 
support level then it is pruned and the itemset. Lk-1 is 
produced which is connected with itself and lead to C. In 
the improved algorithm, before the generation of candi-
date item sets Cj the prune method count the times of all 
items occurred in Lk-1 and delete item sets less than k-1 in 
Lk-1. In this way, the number of connecting items sets will 
decrease so that the number of candidate items is reduced. 
In the proposed approach the Apriori is applied to obtain 
the frequent itemset of customer review sentences. A set 
of sentences Si = (w1, w2, … wn), where w is the words in S. 
The frequent set of Si is obtained by the following Apriori 
procedure. The Figure 4 shows the Apriori algorithm.

3.2.5 Rule Set Reduction
The generated association rules are extremely large. 
Therefore it is important to prune the rules to make 
the classifier more effective and efficient. The Fruit fly 
Optimization Algorithm (FOA)34 has the potential to solve 
the difficult optimization problem. The FOA is based on 
the characteristic of fruit fly to find the optimal solution. 
Combination of Fruit Fly Optimization Algorithm (FOA) 
and improved Association Rule Mining is applied in the 
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proposed work for mining the exact Product Feature 
Usability. In the data Preparation module, the NLP is used 
just for synonym dictionary creation. The dictionary con-
tains so many features about the product. The required 
feature is mined from these features by ARMF. 

The Fruit fly Optimization Technique is based on the 
food searching behavior of the fruit fly. They are very 
sharp in sensing osphresis and vision. The fruit flies have 
this nature because of its osphresis organs; with this it 
can able to find the food location from 40 Km away12. 
This fruit fly concept is applied in the proposed work to 
obtain the required product feature from the dictionary. 
The parameters in the dictionary are considered as the 
initial position of the fruit fly operation and it described 
as InitX_axis and InitY_axis. Set of association rules are 
pruned by following Figure 5.

3.2.6 Usability Evaluation
Usability is important aspect especially in mobile application 
and web application. After the rule mining it is simple to add 

the rules to the new review sentence. It selects the rule which 
can match the sentences. Based on the confidence and sup-
port the classifier found a rule to match the sentence. The 
Figure 6 shows the usability evaluation summary.

The product designers should notice the usability of 
that product; otherwise user will leave that application/
product. The usability of the product is evaluated and its 
result is shown in Section 4.

The association rule mining with Fruit fly Optimization 
Algorithm is obtained in this phase and with that rule 
usability evaluation is measured which is represented in 
the Table 1. The capability measure is calculated in the 
third phase by having both usability evaluation and the 
capability evaluation and the feature fatigue analysis is 
applied in third phase.

3.2.7 Phase 3 – FF Analysis
Customers need to buy the product with more feature 
but they dissatisfy with the product if their feature is not 
fulfilling their expectations. This problem is known as 

𝑓1 = 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑡_1 − 𝑖𝑡𝑒𝑚𝑠𝑒𝑡(𝑑)

𝐶𝑗 = 𝑎𝑝𝑟𝑖𝑜𝑟𝑖_𝑔𝑒𝑛(𝑓𝑖 ;𝑀𝑖𝑛_𝑠𝑢𝑝)

𝑓𝑖 = �𝑐 ∈  𝐶𝑗 �𝑐. 𝑐𝑜𝑢𝑛𝑡 ≥ min_𝑠𝑢𝑝�

𝑆𝑖
𝑓𝑖 :

𝐶𝑗 : 𝑓𝑖

𝑓𝑖−1 ≠ ∅

𝑓𝑖);

∈

 (𝐶𝑘 , 𝑠)

 ∈  𝐶𝑠

𝑈𝑖𝑓𝑖

Figure 4. Aprori algorithm. Figure 5. FOA algorithm.
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such as cellphones, laptops, etc users always selects the 
high feature products, even though they know that more 
features will lead to usability problem. After using that 
product then customer realize that usability is more 
important. The capability of the product is evaluated to 
analyze FF. The capability evaluation result is shown in 
Table 2.

3.2.9 FF Degree
The evaluation of Usability and Capability is applied to 
find the degree of FF. The FF degree calculated by the fol-
lowing formula:

 FF Degree = UE – UC 

UE and UC are normalized score of Usability and 
Capability:

UE
FUE FUE

FUE FUE
=

−
−

min

max min

UC
FCE FCE

FCE FCE
=

−
−

min

max min

FUE represents the Feature Usability Evaluation and 
FCE represents the Feature Capability Evaluation. FUE 
and FCE scores are obtained according to Tables 1 and 2.

The Capability Evaluation is obtained in this phase. 
The data preparation, product usability analysis and 
Feature Fatigue analysis is performed in the proposed 
methodology. Different features with various strategies 

Table 1. Usability evaluation

Score Description
9 Strong negative impact
7 Weak negative impact
5 Not apparent impact
3 Weak positive impact
1 Strong positive impact
8 Weak negative impact
6 Weak negative impact
4 Weak positive impact
2 Strong positive impact

 

Figure 6. Usability evaluation summary.

product usability problem/Feature Fatigue (FF)35. This FF 
dissatisfied the customers so this research work focused 
on alleviate FF before that an analysis of FF is made with 
the usability evaluation and capability evaluation.

3.2.8 Capability Evaluation
The two important factors are the Usability Evaluation and 
the Capability Evaluation. While purchasing the  products 

Table 2. Capability evaluation

Feature Synonym
Processor CPU, machine, company, prepares.

Speed move quickly, hurry, race, run, sprint, 
dash.

Cache Hoard, store, stockpile, stock, supply, 
collection.

Memory Recollection, remembrance, reminiscence, 
evocation.

RAM Force, thrust, plunge, stab, push, sink, dig, 
stick, cram.

Display Features Exhibit, show, put on show, put on view, 
lay out, set out.

Screen Size Partition, room, divider, dividing wall, 
separator.

Resolution dpi Exhibit, show, put on show, put on view, 
dispose.
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are applied according to this analysis result to alleviate FF. 
The efficiency of the proposed method is shown in the 
experimental result.

4. Experimental Result
One of the unpopular Samsung product (Samsung lap-
tops) review is collected from the web for proposed work 
and this raw review is considered as input for the pro-
posed work. In order to evaluate the proposed approach, 
2000 sentences are crawled from web. Each sentence in 
is manually divided into three category, 1) Positive atti-
tude about the usability PU, 2) Negative attitude about the 
usability, 3) NU and not about the usability NT. There are 
260 PU sentences, 228 NU sentences and 1312 NT sen-
tences.

In the data preprocessing phase list of stop words are 
removed and word stemming is performed to extract 
the word which represent the product feature. There are 
totally 50,000 words are there in the reviews. After pre-
processing procedure 30212 words are removed in the 
sentences. The LDA Model and Lexicon algorithm creates 
the synonym dictionary. The dictionary form is shown in 
Table 3.

To evaluate the performance of the product usabil-
ity the parameters such as Precision, Recall, F-Measure 
and its Accuracy are used. The metrics are measured 
by applying the Association Rule Mining with Fruit Fly 
Algorithm.

The precision and recall is calculated to find the cor-
rectly classified review sentence. Precision is calculated to 
identify how many review sentences are relevant and it is 
the fraction of total classified sentence that are relevant. 
The formula for precision calculation is:

 

Precision

n correctly classified review sentence total cl
=

{ } ∩ aassified review sentence

n total classified review sent
{ }( )

eence
%( ) ∗100

 
Recall is calculated to identify how many relevant 

review sentences are selected and it is the fraction of cor-

rectly classified review sentence from the total classified 
sentence. The formula for precision calculation is:

 

Recall

n correctly classified review sentence total class
=

{ } ∩ iified review sentence

n correctly classified review sen
{ }( )

ttence
%( ) ∗100

 

F-Measure is calculated to find the test accuracy. It 
is mainly used in information retrieval field. It contains 
both the precision and recall value and F-measure is the 
weighted average of precision and recall. The F-measure is 
calculated by the following formula:

 
fmeasure precision recal

precision recall
= ∗ ∗

+
2

The following Table 4 and Figure 7 shows the results 
obtained after experimentation with the collected 
 dataset.

The results of the above experiments made on prod-
uct usability and Feature Fatigue analysis provides better 
accuracy and is shown in this section.

Table 3. Synonym dictionary

Metrics of Usability Classifier Values

Precision 75.1569

Recall 87.6116

F-Measure 81.478

Accuracy 95.0058

Table 4. Performance metrics of usability classifier

Score Description

9 Extremely attractive

7 Very attractive

5 Attractive

3 Somewhat attractive

1 Not attractive at all

8 Very attractive

6 Attractive

4 Somewhat attractive

2 Not attractive at all

Figure 7. Performance evaluation report.
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5. Conclusion
In this paper, the novel approach proposed with three 
phases evaluates the Product Usability and improves the 
Feature Fatigue. The customer review are collected through 
web crawler and proposed through NLP with LDA. 
Then Association Rule Mining with Fruit fly Algorithm 
is implemented to identify the review sentences. Finally 
Feature Fatigue degrees is measured by measured by eval-
uating the Product Usability and Capability to improve 
the Feature Fatigue. The results obtained shows better 
precision with 75%, Recall of 87%, F-Measure obtained 
81.478% and the accuracy of the usability classifier is 95%. 
Further the proposed approach can be applied for various 
consumer products.
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