
Abstract
Background/Objectives: Image segmentation, a crucial and an essential step in image processing, determines the success
of higher level of image processing. In this paper, a detailed study about different evaluation techniques based on subjective
and objective methods have been discussed. Methods/Statistical analysis: An application specific characteristic of image
segmentation paves a way for development of numerous algorithms. Traditionally subjective method of evaluation is used
to determine the segmentation performance accuracy. As this evaluation method is quantitative and biased, a qualitative
method of evaluation is demanded. This is done using the objective method of evaluation where discrepancy and goodness
methods are used.Discrepancy method is used in widespread for predefined benchmark images where it has corresponding
ground truth image for comparison. Goodness method is used for real time images where no ground truth image is available
for comparison. These methods of objective evaluation are highly needed to validate the segmentation methods which are
increasing rapidly in recent years. Findings: A detailed study of different evaluation methods are discussed and experimented
over different segmentation methods. Boundary based methods like sobel, canny, susan, region based methods like region
growing, thresholding and a hybrid method, combining boundary based and region based method are used for the purpose of
experimentation.Experimental result shows that hybrid method performs better than other existing ones and also highlights
the importance ofimage quality assessment method to identify a better segmentation technique for all type of images. 
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1. Introduction
Image segmentation is an essential task in image  analysis
that plays an indispensable role in both the com-
puter vision and image processing applications to have
proper image understanding and accurate machine
perceptions1,2. It is used to identify and segment required
region of interest from the entire image scene. Due to its
application specific characteristics and its importance
in several applications, numerous image segmentation
techniques are developed in the past few decades and
yet more research works on segmentation are also being
proposed3. Image segmentation algorithm broadly comes
under two categories as boundary based and region based
segmentation4. Boundary based segmentation method 

are based on pixels discontinuity property and region
based segmentation methods are based on pixels simi-
larity property5, 6. Hybridizing the concept of boundary
based and region based method is competent to produce
a better segmentation result. Surya Prabha and Satheesh
Kumar proposed aHybrid combinationof edge detection
based on color gradient and region growing for banana
fruit segmentation7. Evaluation of these segmentation
algorithms is a significant task which is required to prove
the efficiency and effectiveness of algorithms. But there
is less research on segmentation evaluation methods
compared to numerous increasing segmentation algo-
rithms. Generally, evaluation methods are classified into
two broad category named as, subjective and objective
method as in Figure 1. 
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Subjective method is an evaluation based on human 
visual inspection which is biased, time consuming and 
expensive. Objective method does not involve human 
assumptions and assessments. It is further classified into 
two groups as analytical method and empirical method. 
Most of the segmentation methods are evaluated based 
on empirical method which is an indirect method of 
evaluation8.Goodness evaluation method and discrepancy 
evaluation method are the two major classification of empir-
ical method based on the use of reference or ground truth 
or gold standard image. Discrepancy evaluation method 
also known as supervised or relative evaluation methods 
evaluate the performance of segmentation algorithms by 
analyzing the similarity between segmentation algorithm 
applied output image and the ground truth image.

Ground truth image is usually generated by the 
human experts. But it is possible to generate the ground 
truth image only for synthetic images. So for real time 
images it is not possible to compare the segmentation 
output developed for specific application with a ground 
truth images. In these cases goodness method also known 
as stand alone or unsupervised evaluation method is used 
to evaluate the performance accuracy of segmentation 
algorithms. This paper reviews the different evaluation 
methods in detail and experiments the applicability of 
commonly used methodsfor different image segmenta-
tion methods.Boundary based methods like sobel, canny 
and susan, region based methods like region growing, 
thresholding and hybrid method by combining boundary 
and region based methods were evaluated in this paper by 
applying different evaluation techniques in both synthetic 
and real time images. The results from different evaluation 
techniques indicated that the hybrid method proposed by 
Surya Prabha and Satheesh Kumar reported a better per-
formance when compared with other existing methods.

2.  Subjective Evaluation Method
Subjective evaluation is a commonly used performance 
assessment method in literature. Human involvement is 
the basic requirement in this method as assessment is 
determined based on human visual inspection. Major 
challenge in this method is the varying result of human 
inspectors. Evaluation result obtained from this method 
is biased, expensive, time consuming and probability for 
accuracy is low in this method. Another major drawback 
is the requirement of large number of human inspectors. 
Parameter selection is also another problem faced in this 
method as it is biased and is based on favoritism.

3.  Objective Evaluation Methods
This method provides a reliable comparison among the 
segmentation algorithms. It compares the performance 
of segmentation methods with golden standard based on 
properties of image like distance and similarity measure. 
It imitates certain characteristics from subjective method 
and it makes use of human expertise. Analytical objec-
tive and Empirical objective method are the two main 
classifications in objective evaluation9.

3.1  Analytical Objective Evaluation
Analytical evaluation methods require prior knowledge to 
evaluate the segmentation algorithms by considering their 
nature, needs, and complications characteristics of the 
algorithms10. This method is complex and complicated to 
analyze and compare the algorithms performance as it is 
not reliable and consistent. Due to lack of proper theoreti-
cal knowledge of segmentation and the inability to extract 
all features from an image, this method is not preferred for 
evaluating the performance of segmentation algorithms.

3.2  Empirical Objective Evaluation
Generally empirical evaluation methods are the widely 
used evaluation technique to measure the performance 
of segmentation algorithms. In this technique, segmenta-
tion algorithm is applied on test images to evaluate the 
performance. This method is simple, faster, and reliable 
to produce accurate results. This method is competent to 
evaluate numerous set of segmented images automatically 
in a smaller period of time. Empirical method performs 
evaluation on the images either based on goodness 
measures or discrepancy measures11.

Figure 1.  Different Evaluation Techniques
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3.2.1  Discrepancy Measures
Discrepancy evaluation method also termed as relative 
or supervised evaluation method, is used to evaluate the 
performance of segmentation methods based on the con-
cept of using reference image or ground truth image. In 
order to define a ground truth image, human expertise 
is needed to have a hand drawn segmented result. This 
method is suitable in cases of images where images are 
predetermined and their golden standard images are 
generated with the knowledge of human expertise12. 
This method measures the relationship between output 
image of segmentation method and ground truth image. 
Discrepancy methods are broadly categorized into three 
groups based on similarity measure, distance measure 
and standard measure as in Figure 2. This method of eval-
uation is considered to produce an evaluation result with 
higher accuracy. One of the shortcomings of this method 
is generation of ground truth which is time-consuming, 
biased and tricky. Some of the commonly used discrep-
ancy methods are discussed in detail in this section.

3.2.1.1 � Receiver Operating Characteristics (ROC) 
Curve

ROC curve is a pixel based standard measure used to 
compare the ground truth image and output image of seg-
mentation method based on the use of confusion matrix13. 
Factors involved in the confusion matrix generation are 
true positives (TP), false positives (FP), true negatives 
(TN) and false negatives (FN) as in Figure 3. Sensitivity 
and 1-specificity are two measures required for plotting 
the ROC curve. Sensitivity or true positive rate or recall is 
the percentage of true positive pixels and its formula is,

TPR = �(True Positive)/(True Positive + False Negative)� (1)

1-Specificity or fallouts or False Positive rate or 
fallout is the percentage of false positive pixels and its 
formula is,

	 FPR = (False Positive)/((False Positive + True Negative))� (2)

Higher percentage of sensitivity and 1-specificity 
assures that the segmentation method is of a good quality 
and has higher perfection. 

3.2.1.2  Area under ROC curve (AUC)
It is a simple measurement metric used to measure the 
accuracy by reducing ROC curve result into a scalar 
value14. The value of this method is normalized between 
the range of 0 and 1. Higher value of AUC indicates a 
better performance of the segmentation. It is calculated 
using the formula,

	 AUC f a da
x

y
= ( )∫ � (3)

where ‘x’ and ‘y’ are the minimum and maximum axis 
points in the curve with ‘f(a)’ a function partly above and 
below the curve. In simple words, AUC is the difference 
between the area above ROC curve and area below ROC 
curve.

3.2.1.3  Precision - Recall (PR) curves
Precision-recall curve is also a pixel based measure that 
uses confusion matrix to evaluate the algorithm’s perfor-
mance15. It is popularly used in information retrieval and 
pattern recognition. Precision or positive predictive value 
(PPV)) is a percentage of true positive pixels that are rel-
evant and recall is a percentage of true positive pixels that 
are retrieved and is calculated based on the formula,

TPR =    (True Positive )/( True Positive + False Negative)

FPR =    (False Positive )/( (False Positive + True Negative))

Figure 2.  Different Discrepancy Evaluation Techniques

Figure 3.  A confusion matrix

AUC =  ∫ f(a)day
x

P =  𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒/ (𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
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	 P = True positive/(True Positive + False Positive)� (4)

Precision gives information about the validity of seg-
mentation result and recall gives information about the 
correctly identified edge pixels in an image. Higher value 
of precision and recall indicates a good performance 
by the segmentation method. Under segmentation is 
resulted in the segmentation method when the value of 
recall is low and over segmentation is resulted when value 
of precision is low.

3.2.1.4  F-Measure
F-measure is used to measure efficiency and success of 
segmentation based on the values of precision and recall. 
In order to have a single measure with higher effective-
ness, a unimodal, F-measure is calculated by combining 
precision and recall. It is a harmonic mean that gives a 
precise result and is defined using the formula,

	 FMeasure P TPR P TPR= ∗ ∗( ) +( )2 / � (5)

3.2.1.5  Figure of Merit
It is based on the mean-square distance between all pixel 
pair points in segmented output image and ground truth 
image and assesses the similarity between them. This 
method is not only useful to assess the quality of edges but 
is also useful to assess the entire behavior of segmentation 
method. Its value ranges from 0 to 1 with higher value 
representing optimal segmentation result. It is calculated 
and assessed using,

	 FM
N N C Dg d i

i

N
= { } + ∗∑(

max ,
)1 1

1 2 � (6)

where‘Ng’is the number of edge pixels in the ground truth 
image and ‘Nd’ is the number of edge pixels in the seg-
mented output image. ‘D’ is the distance between detected 
edge pixel point and its accurate edge pixel point.

3.2.1.6  Dice Co-efficient
Dice co-efficient is a similarity measure mostly used in the 
medical image processing to evaluate the performance of 
segmentation algorithms which has a predefined ground 
truth information or data set16. It is calculated using the 
formula,

	 DC =
2 |M N |
|M | | N |

∩
+

� (7)

where ‘M’ is the non zero pixel element in ground truth 
image and ‘N’ is non zero pixel element is the segmented 
image.

3.2.1.7  Jaccard Co-efficient
Jaccard Co-efficient is also similar to that of Dice co-ef-
ficient used to calculate the similarity between the two 
set of images and it also measures the variation or dis-
similarity between two images17. It is calculated using the 
formula,

	 JC =
| |
| |
M N
M N

∩
∪

� (8)

and Jaccard distance is calculated using,

	 JD =
| | | |

| |
M N M N

M N
∪ − ∪

∪
� (9)

where ‘M’ is the non zero pixel element in ground truth 
image and ‘N’ is the non zero pixel element is segmented 
image.

3.2.2  Goodness measures
Goodness method also known as unsupervised method or 
stand alone method of evaluation is used to evaluate the 
performance of segmentation based on the segmentation 
image characteristics. This method of evaluation does not 
require any predefined ground truth image and its prior 
knowledge for evaluation. This method is of very much 
useful for situations where it is not possible to collect the 
ground truth images. Properties of images like shape, 
region, color, texture, variance, uniformity and entropy 
are used as key factors to analyze the performance of 
segmentation methods. Based on these properties good-
ness measures are classified into different methods as in 
Figure 4. Some of the frequently used goodness measures 
are discussed in this section.

𝑁𝑑

DC =   2 |M∩N|
|M|+|N|

JC =    |𝑀∩𝑁|
|𝑀∪𝑁|

JD =   |𝑀∪𝑁|− |𝑀∩𝑁|
|𝑀∪𝑁|

 

Figure 4.  Different Goodness measure methods
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3.2.2.1  Cohen’s Kappa
It is a statistical method used to evaluate judgment based 
on the result of different persons by analyzing the level of 
agreement among those persons. This method is mean-
ingful as it considers not only the observed agreements 
but also it considers the probability of agreements by 
chance. In image segmentation it is a pixel – by – pixel 
comparison. It considers and compares the pixels in seg-
mented region of an image and the probability of pixels 
that can be found in segmented region of an image. Kappa 
value is calculated using the formula,

	 Kappa O E
E

= −
−1

� (10)

where ‘O’ is the observed pixels in segmented image and 
‘E’ is the probability of having pixel by chance. The value 
of kappa is normalized to range from 0 to 1. Higher the 
value of kappa, better the performance of segmentation 
method.

3.2.2.2  Entropy
Entropy is another evaluation measure used to compute 
the randomness or information content in an image. It 
assists to calculate the uniformity measure in an image. 
This method of evaluation has derived its idea or con-
cept from information theory and minimum description 
length principle where the data have discrete random dis-
tribution. It was calculated using,

	 E e ei ii

a
= −

=∑ log
1

� (11)

where ‘e’ represents the pixels frequency and ‘i’ represents 
the intensity value of pixel. Lower value of entropy assures 
less randomness in image information and vice versa for 
higher value of entropy which shows more randomness 
in image. Therefore for segmentation method with bet-
ter performance entropy value will be lesser and for poor 
performance segmentation method entropy value will be 
higher.

3.2.2.3 Shape measure
It is used to evaluate the performance of segmentation 
method based on shape features18. It uses gradient value 
and neighborhood pixel values to determine the accuracy. 
It is calculated using the formula as follows,

M
c

s I I G a b s I a b xJ= − ( ) ( ) − ∑1 { [ (a, b) ] , , }(a,b)(a,b)
� (12)

where ‘c’ is a constant scalar value, ‘s’ is an element wise 
step function, ‘I(a, b)’ is the gray scale image, ‘IJ(a, b)’ is the 
neighborhoods average value at each pixel locations of 
(a,b) for the image ‘I(a, b)’ and ‘G(a, b)’ is the gradient 
value for the image and ‘x’ is the threshold value.

3.2.2.4  Intra region uniformity
It is used to analyze the characters of segmented image 
based on its region uniformity19, 20. Inter region uni-
formity and Intra region uniformity is calculated for 
the segmented image in both their foreground image 
and background image. These values are analyzed by 
selecting an appropriate threshold value which exactly 
distinguishes the foreground and background in an 
image. Busyness is another feature used to evaluate the 
performance of segmentation method as it assumes that 
both background and foreground objects in an image are 
solid in shape with robust texture. Performance vector is 
also used for evaluation which provides all information 
related to region uniformity, region contrast and texture 
for evaluation.

4.  Experimental Results
Boundary based, region based and hybrid segmentation 
of boundary and region based methods performance 
are evaluated using the discrepancy and goodness mea-
sures.Sobel, canny and susan are the boundary based 
methods considered for comparing and for region based 
method, region growing and thresholding are consid-
ered. In hybrid method, a method combining color 
gradient and region growing algorithm proposed by 
Surya Prabha and Satheesh Kumar is used for compari-
son.The output images of these methods are shown in 
Figures 5 and 6. In measuring the performance of these 
segmentation methods using discrepancy method 20 
benchmark images are taken from Berkeley segmenta-
tion dataset20,21.To measure these segmentation methods 
performance for real-time images, goodness measures is 
used, 20 Banana images taken in real time are used for 
this purpose. Discrepancy methods like ROC curve, Area 
under ROC curve and goodness measure like entropy are 
used for experimentation as these are the frequently used 
methods for evaluation. ROC curve is mostly preferred 
for discrepancy methods due to its higher capability to 
produce accurate result. Comparably, Area under ROC 
curve derived from ROC curve has the ability to produce 
accurate result. 
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Comparative analysis output of ROC curve for 
benchmark images depicts that hybrid method of seg-
mentation performs better than the existing boundary 
and region based segmentation for benchmark images 
as in Figure 7. Area under ROC curve also shows that 
the hybrid method shows a better performance as in 
Figure  8. Entropy is widely used goodness method to 
measure the performance of real time images. It exhib-
its the randomness value in image which helps to assess 
image information. For real time taken banana images, 
entropy is calculated and it indicates that the entropy 
value is less for hybrid method compared to other existing 
boundary based and region based methods as in Table 1. 
It depicts that hybrid method performs better than other  
methods. 

Figure 5.  (a) Input benchmark image, Output images for (b) Sobel, (c) Canny, (d) Region growing, (e) Hybrid method, (f) 
Susan method and (g) Thresholding method

( a ) (b) ( c ) (d)

( e ) ( f ) (g)

Figure 6.  (a) Input real-time banana image, Output images for (b) Sobel, (c) Canny, (d) Region growing, (e) Hybrid method, 
(f) Susan method and (g) Thresholding method.

(a) (b) (c) (d) (e) (f) (g)

Figure 7.  Output of Receiver Operating Characteristics 
(ROC) curve evaluation method
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method are experimented to analyze the performance of 
segmentation methods for both real time and benchmark 
images. The image quality assessment plays a vital role 
in assessing the performance of segmentation which is a 
key component in image analysis. The experiment result 
shows that performance of hybrid method is better than 
other existing segmentation techniques.
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