
Abstract
Background/Objectives: Cognitive radio network is the evolutionary network to solve the spectrum scarcity problem. 
Primary User Emulation Attack is a major security issue that cause to fail the dynamic spectrum access of the cognitive radio 
network. Methods/Statistical Analysis: This paper proposes two level verification of the primary user signal to  enhance 
the security of the spectrum sensing under PUEA attack. Support Vector Machine is used in the two level  verification for 
detector classify the received data in to a location boundary and higher order statics at second level. Findings: At first 
level using the location information of the primary user, the primary user signal is verified for its validity. The SVM is first 
trained to learn the Primary user Location and with the help of known location of the Primary user it can be verified. Then 
the trained SVM is used to find the location boundary of the user that transmitted the signal. If the signal boundary is 
within the primary used location boundary it is concluded that the signal is from the primary user; else it is from the PUEA 
attacker .After verifying in the first level on the second level higher order statics values are calculated then using that as 
the feature vector the SVM classifier is used to classify the received signal as two class: one from original primary user and 
other from the PUEA attacker. This two level verification of the primary user signal will be more accurate method of PUEA 
attack detection comparing to the single level schemes. Applications/Improvements:This two level verification scheme 
improves the accuracy from 82% at Linear SVM kernel to 100% and also from 77% at RBF SVM kernel to 100%.
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1. Introduction
Cognitive radios have enabled the full utilization of the 
underutilized license spectrum by opportunistically 
transmitting without interference to licensed users. With 
development of cognitive radios, there are many new 
security threats have been raised. As per Security threats 
concern as cognitive radio networks is a type of wireless 
network, it has all classic threats as in the wireless networks. 
Apart from that they have a main threat called Primary 
User Emulation Attack (PUEA) in the spectrum sensing 
process. Under PUEA attack, the attacker adversaries 
signal that mimic primary and gives false observations 
related to spectrum sensing1,2. Spectrum sensing uses 
Energy detection which is the most widely as a method 

as it has low computational overhead3,4. But this detector 
does not perform well in low SNR case.

PUEAs can be of two types 1)Greedy PUEA : under 
which, the attacker generate fake incumbent signals 
which results other users to vacate the band to its exclusive 
use.2) Malicious attack :under which the attacker mimic 
incumbent signals which cause Denial of Service (DoS). 
Furthermore, malicious attack can make DoS attacks to 
PU networks by harmful interference. 

There are many contributions towards security issues 
for the detection of PUEAs. There are few spectrum sensing 
approaches which handle the security issues5. Cooperative 
sensing is one of the solution for it6,7. A separate sensor net-
work based PUEA detection mechanism is proposed such 
that the cognitive users need not involve detection duties8. 
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This work utilizes both the location information and the 
Received Signal Strength (RSS) . It consists of three phases: 
verification of signal, received energy estimation, and local-
ization of the transmitter. In another work9, the channel 
impulse response is used as the “link signature” to find the 
PU location. There is a “helper node” which is close to a 
primary transmitter to get the helper node’s link Signatures 
to verify the primary signal. A multi-channel sensing is 
given10,11 to detect PUEA, under which secondary user ran-
domly selects a channel from multiple channel to sense at 
each time slot, thereby it probabilistically avoiding the PUEA 
attack. The cooperative spectrum sensing technique is one 
of the research area where the spectrum sensing accuracy 
is increased with some level has much research attention. 
There are very few PUEA detection in the cooperative spec-
trum sensing. A new cooperative spectrum sensing scheme 
is presented in the presence of PUEA in cognitive networks. 
In this work the local sensing information of different sec-
ondary users is combined at a fusion center. The combining 
weights are selected such that it will maximize the detection 
probability of channels given the constraint of a false alarm 
probability 12.

Many machine learning algorithms such as Artificial 
Neural Network, and genetic algorithm are used for attack 
detection in literature13. But that techniques are not suit-
able for the huge data set. Long training time and accuracy 
of classification are the two main issues in that approach 
when the data size are high. So SVM based approach is 
used in this work.

SVM is first trained to learn the location boundary of the 
primary user with the help of the known location informa-
tion .Then the trained SVM is used to classify the received 
signal whether the received signal location is within the 
boundary of the primary location or not. Thereby the pri-
mary user signal is authenticated. On the second level we 
used SVM to classify the signal into primary and PUEA by 
using higher order static data as feature vector14,15.

The organization of this article is as follow: section 2 
presents the theory behind the proposed method using 
SVM, section 3 gives the results and section 4 concludes 
the work with the summary of the work.

2.  SVM and SVM based PUEA 
Detection 

Machine learning algorithms are widely used in the cog-
nitive radio application to bring out the learning in the 

cognitive radio. Support Vector Machines (SVM) is a 
type of supervised learning methods that can be applied 
to classification or regression application. The working of 
the SVM consist of two phase .In phase one called training 
phase a set of training data with marked classes are given 
as input and a SVM model generated by the SVM training 
algorithm. In second phase of classification or perdition is 
used to classify the new set of data in to the trained class. 
Basically the SVM acts as a non-probabilistic binary lin-
ear classifier to classify the data in to two classes. This 
SVM model maps training data such that the examples of 
the separate categories are divided by a clear gap that is as 
wide as possible. 

Basically the primary user emulation attack detec-
tion is a classification problem, in which we classify the 
primary user pattern from the primary user emulation 
attacker pattern. Support Vector Machine (SVM) is a 
machine learning algorithm used to solve this type of 
classification problem.

Here in this work SVM based data classification is used 
to find the boundary of the primary user and also used to 
classify the higher order static feature of the attacker and 
primary user. Here two stage verification is done in order 
to differentiate the primary user signal and the primary 
user emulation attacker signal .In the first stage using the 
SVM the boundary of the primary user is fixed on train-
ing phase and this boundary values are used to compare 
the received signal to find out whether the received sig-
nal falls within the boundary or not .If the received signal 
is within this boundary first stage confirmation of the 
presence of the primary user is done. In second stage of 
confirmation the higher order statics are used to classify 
the signal into primary user and attacker.

Figure 1 shows the system model used to study the 
proposed system .The system model consists of a Primary 

Figure 1. System model for simulation.
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The boundary of primary is detected by using following 
 algorithms if Ps <Pth signal received at secondary will 
send “ + 1” and classified as PUAK signal. Otherwise the 
signal is from the primary and classified as “ −1” 

i.e. primary user signal. Pth is calculated from the 
 location of the primary by using lognormal channel 
model. The algorithm of this boundary location based 
authentication of the primary user is given in Figure2.The 
algorithm consists of two phases: In phase one the SVM 
is trained to classify the signal with the help of the loca-
tion information of the primary user and In phase two the 
algorithm take the received signal and classify the signal 
in to two classes 1)primary signal 2) PUEA signal.

user, a secondary user and a PUEA attacker which are 
located at different places in geographic .It shows the 
marginal distant boundary between the primary user 
and PUEA node that will enable us to classify the signal 
boundary in the first level of authentication of the primary 
user .The SVM based classification problem for detect the 
PUEA is stated as below 

Suppose we have the training data set where is the 
feature vector to be classified and is the class vector 
which has either +1 for class 0 or -1;here in this work the 
received power is used as the feature vector to classify the 
two classes i.e. the primary user signal and PUEA attacker 
signal.

SVM classify the data in to two classes by means of an 
optimum hyper plane 

 w x b. + = 0  (1)

The optimal hyper plane to classify the data can be 
obtained by solving an optimization problem that is given 
below

 Min 1
2

2w  (2)

subjecttoy w xii b. +( ) ≥1

The above the quadratic programming problem can 
be solved by Introducing Lagrange multipliers, then the 
optimal decision function can be obtained as follows

 c x sign y x x bj j j( ) = ∑ ( ) +



j=

M
1 b ,  (3)

Where is Lagrange multiplier; for nonlinear 
 classification, SVM used a function called kernel function 
maps the nonlinear training data into a higher-dimen-
sional feature space. If we use such a kernel function then 
the decision function can be modified as below 

 c x sign y x x bj j j( ) = ∑ ( ) +



j=

M G1 b ,  (4)

There are many kernel function available for the SVM 
classifier .in this work we used linear and radial basis 
function kernel as our classifier 

 G x y y xlin
T, .( ) =  (5)

 G x y erbf

x y

,( ) =
− −









2
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 (6)

2.1 Boundary Detection using SVM
If the received signal power from the PU at secondary 
user is Ps. Consider a predefined power threshold, Pth. 

Figure 2. Primary location boundary based SVM 
classification algorithm.

  

 

 

 

 

 

 

 

 

  

 

 

 

 

 

Figure 2. Primary location boundary based SVM classification algorithm. 
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At sample domain the second order moments can be 
defined as below[13]

 M
N
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The fourth order moments and the cumulants at the 
secondary using the collected sample values is 
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The above cumulant values are used as feature  vector 
for the SVM model and used to classify the primary and 
PUEA signals. The algorithm for this classification is 
shown in figure. As in the previous section this method 
consists of training phase where the higher order statics 
feature are extracted from the primary and PUEA attacker 
and training vectors are created.

The final decision is made by combining the above two 
level of classification. If suppose the decision on the first 
level is the signal from primary userie=-1 and the second 
level classification also results in primary user signal =-1 
then the final decision also =-1;

 fd x
c x c x

elsef
lev lev( ) =

− ( ) ( ) = −
+







1 1
1

1 2
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,
and

 (15)

3. Result and Discussion
To study the classification problem we have assumed the 
following value in the simulation. No of transmission bits 
used to test the methods Nb =10000; we assumed the dis-
tant between the secondary and primary is 10 unit and 
the between PUEA attacker and secondary is 2 unit .SNR 
range over which the transmission and reception is done 
is from 10 to 80 dB.

Figure 4 shows the histogram of the received power of 
the primary transmitter at the secondary user place and 
Figure 5 shows the received power of the PUEA attacker 
on the training phase. From those figure we can con-
clude that both of them taking different range of power 

2.2 Higher order Statics Classification 
This second stage verification of primary user signal 
is developed using the second order and fourth order 
moments. Figure 3 shows the flow chart of higher order 
statics based SVM classification

The received signal at the secondary is

 y n h n xp n n ns ( ) = ( )∗ ( ) + ( )  (7)

Where the xp(n) is the primary transmitted signal 
;h(n) is the channel vector between primary and second-
ary receiver; is modelled as a complex stationary random 
process due to additive noise.

The second order moments for the above random 
process is 

 M E y n20
2= ( )   (8)

  

 

 

 

 

 

 

 

 

  

 

 

 

 

 

Figure 2. Primary location boundary based SVM classification algorithm. 

 

  

 

 

  

 

 

 

 

 

 

 

 

 

 

Figure 3. Higher order statics based SVM classification.
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Attacker is used to train and classification purpose. 
Here the second order cumulant and fourth order cumu-
lant is used as the feature vector to classify the primary 
user signal and the PUEA attacker signal. Figures 8 and 9 
gives the histogram of the values of the primary user and 
PUEA attacker signal that is calculated at the secondary 
user. These figures confirm that both of them taking differ-
ent band of value that is key enabler to classify these data 
accurately. Figures 10 and 11 presents the SVM classifi-
cation with the separating hyper plane and its associated 
support vector .Those two diagram clearly shows that the 
two set of the vectors are classifiable with 100% accuracy. 
Similarly the static M40 is also used as a feature vector 
in order to classify the primary user and PUEA attacker. 
Figures 12 and 13 shows the SVM classification diagram 
using the M40 statistics it is again prove that the two class 
of data can be classified with 100% accuracy.

As to evaluate the performance of SVM classifier the 
accuracy of correct classification is calculated in percent-
age and tabulated in the Table 1. From the table we can 
observe that one level one of classification on the received 
signal power to fix the boundary of the transmitter the 
can only able to achieve 82% accuracy on the linear 

at  secondary receiver at different frequency of occurrence 
this will help us to classify the primary and PUEA attacker 
signal with some degree of accuracy .On the level one 
SVM classification the power values of the primary and 
PUEA attacker is fed as a training vector. Figures 6 and 
7 shows the classification diagram with the hyper plane 
boundary and the associated support vectors for the lin-
ear and Radial Basis Function kernel respectively. On the 
second level of SVM classification the higher order statics 
values that are computed from the observed signal from 
the primary user and PUEA.

Figure 4. Histrogram of received power of the primary 
user.

Figure 5. Histrogram of received power of the primary 
user emulation attacker.

Figure 6. SVM level one classifier with linear kernel.

Table 1. accuracy of correct classification for two 
different kernel

Kernel
SVM level 1 
classification

Level-2- 
classification

Level-2- 
classification

Linear 82% 100 100

RBF 77% 100 100
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Figure 9. Histogram of higher order statics M20 of the 
primary user emulation attacker.

Figure 7. SVM level one classifier with RBF kernel 

Figure 8. Histrogram of higher order statics M20 of the 
primary user.

Figure 10. SVM level two classifier with linear kernel for 
higher order static M20.

Figure 11. SVM level two classifier with  RBF kernel for 
higher order static M20.

Figure 12. SVM level two classifier with linear kernel for 
higher order static M40. 
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Figure 13. SVM level two classifier with RBF kernel for 
higher order static M40.

 kernel classifier . But in the second level of classification 
using the higher order statics M20 and M40 we are able 
to achieve the classification with 100% accuracy. But in 
order to decide finally whether the received signal is from 
the primary user signal or PUEA attacker signal we use 
both level result to combine as given in the equation (15)

4. Conclusion
PUEA attacker detection is the main security threat in 
the spectrum sensing of the cognitive radio network. 
There are many location based and received signal power 
based technique available. But there are only few machine 
learning based approach availed for this purpose .Here 
we have provided a SVM based two level confirmation of 
the primary user signal is presented that will enable more 
accurate detection of the PUEA attacker signal. The result 
shows that with 82% accuracy we can able to differenti-
ate the both class of signal on level one to support and 
increase the accuracy level two classification is used using 
the higher order cumulant M20 and M40 where in that 
case we are able to achieve 100% accurate classification .
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