
Abstract
Background/Objectives: In cloud computing, the existing job scheduling algorithms were focused either on efficient job 
scheduling or optimal load balancing among the Virtual Machines. Methods/Statistical Analysis: This paper introduces 
a novel approach called Dynamic Load Balancing with effective Bin Packing and VM Reconfiguration (DLBPR) in the cloud. 
In the proposed work, the jobs are initially classified using the deadline based job scheduler and stored in a different job 
queue based on the expected processing speed of the job. After classification, the jobs in the various queues are prioritized 
using their attributes. Findings: The proposed approach dynamically splits and coalesces the VMs based on the required 
processing speed of the job. The VMs in the data center are dynamically clustered based on their processing speed with the 
support of VM live migration and the jobs are processed using the VMs in the cluster. Applications/Improvements: The 
proposed work is experimented in a cloudsim that minimizes the physical machine nearly 22% compared to other existing 
algorithms.
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1.  Introduction
A large number of naïve users are moving towards cloud 
computing for processing their job in a cost-effective 
manner. In the cloud, the user submitted jobs are catego-
rized into two types, namely dependent and independent 
jobs1,2. Among these, the independent jobs do not require 
the output of other jobs to perform their execution. But, 
the dependent jobs need the results of the some other 
job to complete their execution. In cloud computing, the 
job response time has become the most important factor 
while running the jobs. Hence, scheduling plays an essen-
tial role to minimize the response time of the job and to 
complete the jobs within their deadline. Along with job 
scheduling, load balancing plays a vital role to improve 
the resource utilization and to minimize the network 
congestion. Load balancing can be done either statically 
or dynamically3. In static load balancing, the jobs distrib-
ute among the VMs based on the predefined set of rules 

that is not suitable for the cloud system. So, dynamic load 
balancing is preferable for cloud computing due to the 
dynamic nature of cloud computing. 

Several job scheduling algorithms were proposed for 
scheduling and processing the jobs. Still, job scheduling is 
an NP problem due to the dynamic behavior of the cloud 
system4. From the state of the art, First Come First Serve 
(FCFS) is one of the most famous existing scheduling 
algorithms to process the jobs based on the arrival time5. 
Shortest Job First (SJF) and Round Robin algorithms were 
introduced to process the jobs using the job length and time 
slice respectively6. The above algorithms cannot optimally 
process the deadline based jobs, so Earliest Deadline First 
(EDF) algorithm was introduced to schedule the dead-
line based jobs which minimize the waiting time of the 
job by changing the order of job execution7,8. Moreover, 
some of the jobs were processed using the arrival time of 
the jobs. In the above scenario, FCFS algorithm cannot 
optimally schedule the jobs and so EASY backfilling has 
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been proposed to minimize the waiting time of the job9. 
Conservative Migration support Backfilling (CMBF) was 
proposed to improve the job responsiveness10.

Several static scheduling techniques like FCFS, Round 
robin, Max-min were introduced to process the jobs. But, 
these algorithms are not suitable for cloud computing 
because some nodes might be heavily loaded and some 
are not in the data center. To overcome these issues, an 
LBMM (Load Balancing Max-Min) algorithm has been 
proposed that balances the load and reduces the execution 
time of each node11. The static load balancing algorithm 
is not preferable for cloud computing because the work-
load varies drastically in the cloud environment. So, the 
dynamic load balancing algorithms has been evolved in 
the cloud for balancing the load. Dynamic load balanc-
ing algorithms distributes the workload among Physical 
Machines (PMs) at the run time effectively. Moreover, 
Equally Spread Current Execution algorithm12 was pro-
posed that distributes the load to the lightly loaded server. 
Further, a Hierarchical Load Balanced Algorithm (HLBA) 
was developed for scheduling the jobs using network uti-
lization, memory utilization and idle CPU processing. 
It scheduled the incoming jobs to the cluster having the 
fastest idle computing power13. Further, the Resources 
Attribute Selection (RAS) was introduced which process 
the jobs based on the resource computing capacity, stor-
age space and network utilization of the node to increase 
the resource utilization14. But, arrival rate and service rate 
are not easy to predict in large-scale cloud environment 
and so Blind Online Scheduling Algorithm (BOSA) were 
proposed to forward the jobs to the server having large 
free slot15.

The servers have huge computing as well as storage 
capacities that are issued as a service concurrently to the 
end-user using virtualization technology. The cloud pro-
vides various services such as compute node, web service, 
a storage node and so on. Amazon provides three different 
services based on the computing capacity such as small, 
medium and large. Here, the VMs group into a particular 
server based on the computing capacity of the VM. The 
utilization of the VMs is improved using live migration16. 
The VM processing speed cannot be fully utilized while 
processing the jobs and so the VM computing capacity 
was partitioned into foreground and background VM. 
The VM processing speed dynamically varies between 
foreground and background VM17. 

To the best of our knowledge, none of the exist-
ing scheduling algorithms concurrently addresses the 

job scheduling and load balancing. Thus, the ultimate 
objectives of the proposed work are to process the jobs 
within their deadline and to balance the load among the 
resources. In the proposed work, the VMs are dynami-
cally clustered as small, medium and large based on the 
processing speed of the VM and the jobs are mapped with 
the suitable VM persisting in the cluster. In the proposed 
work, the clusters are sometimes overloaded due to the 
arrival of similar kind of jobs. At that moment, the VMs 
may either split or integrate the VMs in the data center 
based on the request of the job using receiver-initiated 
approach. After reconfiguration, the VMs will dynami-
cally regroup based on the processing speed of the VMs. 

2.  Problem Definition
Due to pay per usage model16, the colossal end-users 
move toward the cloud computing. The users request 
is considered as jobs. The jobs are processed using the 
VMs that persist in the Physical Machine. In the existing 
algorithms, the VMs are statically grouped in the physi-
cal machine based on the VM size in terms of processing 
power. The load of the cloud system dynamically varies 
with respect to time. So, the clustering of the VM stati-
cally is not suitable for cloud computing. So, the VM can 
be dynamically split and integrate based on the requesting 
processing speed of the job. The processing speed of the 
VM is not entirely utilized while running the jobs in a 
VM. So, the computing capacity of the VM is partitioned 
into foreground and background VM and so utmost two 
jobs process in one VM. Thus, this paper proposes a novel 
approach for Dynamic Load Balancing with effective Bin 
Packing and VM Reconfiguration that will split and merge 
the processing speed of the VM at the runtime based on 
the arrival rate of the job.

3.  Design of Proposed System
Cloud computing is generally deemed as a layered 
approach. Therefore, the proposed methodology also 
composed in a layered manner like web tier, schedule tier 
and resource allocation tier. The overall design of the pro-
posed work is described in Figure 1.

Among these tiers, the jobs are submitted by the 
users through the web interface which is termed as web 
tier. In the web tier, m jobs are submitted by the end-
user at any arbitrary time, which are forwarded to the 
job scheduling tier. Afterwards, the submitted jobs are 
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scheduled effectively in the job scheduling tier. Here, the 
deadline based job scheduler will classify and prioritize 
the jobs. The prioritized jobs are effectively processed 
in VMs that exist in resource allocation tier. The VM 
allocation tier consists of numerous Virtual Machines 
(VMs) which are allocated to suitable hosts or Physical 
Machines (PMs) based on their size. The novel DLBPR 
approach has been proposed that will map the VM based 
on the required processing speed of the job. It forms 
the clusters as small, medium and large size based on 
the processing speed of the VMs. Due to the dynamic 
variation of arrival jobs, any of the clusters may either 
overloaded or underload which initiates the receiver-
initiated problem to improve the utilization of the 
Physical Machines.

3.1  Deadline based Job Scheduler
During the job submission, the end-user must offer three 
necessary parameters of the job such as length (ls), dead-
line (d) and arrival time (a) of the jobs. The jobs are stored 
in jq. Afterwards, the jobs are gathered in the multi-job 
queue (mq) of deadline based job scheduler that exists in 
the job scheduling tier. The multi-job queue embeds with 
three queues as small, medium and large. The msq, mmq, 
mlq represents the small, medium and large queue respec-
tively. Initially, the deadline based job scheduler classifies 
the incoming jobs based on the expected processing 
speed of the job and stored in the respective queue (mq). 
The expected processing speed of the job is denoted as Ep 
and computed as given below:

E
ls
d

where in mpj
j

j
j q= ∀;

The jobs are classified and stored in the multi-job 
queue. The classified jobs are prioritized to complete the 
jobs within deadline. The priority of the job is represented 
as Pqj and computed as:

P d a where inm m mqj j j j sq mq lq= − ∀; ,,

where a represents the arrival time of the job. The jobs 
are sorted based on their deadline along with the arrival 
time of the job. Sometimes, one or more jobs have equal 
deadline. At that point, the jobs are sorted based on the 
FCFS manner. Afterwards, the prioritized jobs are exe-
cuted using the VM in VM allocation tier. Several VMs 
are embedded in a particular PMs. 

3.2 � Dynamic Load balancing with effective 
Bin Packing and VM Reconfiguration 
(DLBPR)

In the proposed DLBPR approach, the PMs and VMs 
are considered as bin and items respectively. Here, the 
items are packed as bins. Similarly, the VMs are packed 
in a PMs. In the proposed work, the VM supervisor con-
tains the detailed information of the VM. The VMs are 
initially clustered based on the processing speed of the 
VM. Initially, the equal number of VMs is classified with 
different size of processing speed that exists in the VM 
supervisor. The job mapped with the VM based on the 
required processing speed of the job using the VM infor-
mation in the VM supervisor. The VMs grouped based 
on the processing speed of the VM as small, medium 
and large. cs, cm, cl represent the small, medium and large 
cluster respectively, depending on the processing speed 
of the VM. The jobs are arriving randomly with the dif-
ferent processing speed request. Due to random and an 
uneven number of the job request, the VMs in PMs are 
either underutilized or over utilized during the execution 
of the jobs. The incoming jobs utmost need small VM. At 
that point, the VM in cs cannot sufficient to process the 
jobs in msq and so the receiver initiated the problem of 
overloading VM in particular cs. At this juncture, the VM 
that belongs to the cm will process two jobs in msq con-
currently instead of migrating the VM to another cluster. 
On the other hand, the incoming jobs sometimes request 
large VM and so the VM in cl cannot adequately process 
the jobs in mlq. In this scenario, the cl cluster initiates the 
problem of receiver-initiated overloading and hence, 
the receiver-initiated sends message to the remaining 

Figure 1.  Proposed system design.
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clusters cs and cm. Here, the VMs in cs and cm cluster may 
be underutilized and so the VMs in cs and cm cluster will 
integrate the processing speed of the idle VMs in order to 
provide the VM for mlq and that are reform the clusters 
with the support of live migration through virtualization.

3.3  Scheduling Algorithm
Begin•	
Cloudlet list •	 ← holds the list of incoming jobs
 For every job in  •	 jq do
Classify the jobs based on •	 Ep as E

ls
d

where inmpj
j

j
j q= ∀;

E
ls
d

where inmpj
j

j
j q= ∀;
Group the jobs in •	 mq as msq, mmq, mlq based on Ep

Prioritize the jobs in •	 msq, mmq, mlq as given as Pqj = dj – 
aj; where ∀j in msq, mmq, mlq	
Map the job in •	 msq, mmq, mlq with cs, cm, cl respectively
 If •	 cs overloaded then \\ receiver-initiated
Jobs in •	 msq allocates to cm, cl 
Else if •	 cm overloaded then \\receiver-initiated
Jobs in •	 mmq allocates to cl only if cl not fully utilized
Otherwise •	 mmq allocates to cs by live migration of VM 
through virtualization.
Else 	\\ receiver-initiated•	
Jobs in •	 mlq allocates to cs or cm  by live migration of VM 
through virtualization.
End if	 End if•	
Cluster to corresponding VM using online bin packing •	
approach
End for•	
End•	

The jobs process with the available VM in the cluster 
using the above algorithm. 

4. � Experimental Setup and Result 
Analysis

CloudSim is a simulation framework that provides cloud 
platform simulation18. It has the power to manage ser-
vices and modeling of cloud infrastructure. In a real cloud 
computing environment, it is very difficult to test the 
incoming jobs and so simulation model is necessary to 
evaluate the results. In CloudSim, the computing capacity 
of the data center is partitioned into several VMs using 
the virtualization technique. Hence, this paper proposes 
a novel DLBPR approach that will efficiently utilize the 
VMs existing in the data center or PMs. Table 1 represents 

the VMs with PMs cluster. The VMs are grouped based 
on the processing capacity of the VM in the PMs. Here, 
the cloudlet processes in the VM based on the expected 
processing speed of the job. 

4.1  PM Requirement Comparison Graph
The proposed work focuses to minimize the number of 
PMs by avoiding the over and under utilization of the PMs 
and thereby it also minimizes the energy consumption of 
the data center. Initially, the jobs increase linearly in the 
proposed system. Figure 2 represents the comparison of 
PM requirements. Figure 2 shows only a less number of 
PMs required for processing the jobs compared with the 
other algorithm. The proposed DLBPR approach cluster 
the VMs based on their processing speed. Here, the VM 
are reconfigured based on the processing speed of the job 
when the cluster is over or under utilized that will mini-
mize the number of PMs.

4.2  Resource Utilization
The utilization of the resource in DLBPR increased 
compared to the other algorithm. Initially, the equal 

Table 1.  PM requirement comparison

No of VMs No of PMs
Cloudsim 
Allocation

Online bin 
packing 

allocation

DLBPR

4 4 3 2
8 8 7 5

11 10 8 7
13 11 10 8
16 14 12 8

Figure 2.  PM requirement comparison.
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number of VMs clustered into the PMs. Here, the VMs 
are dynamically reconfigured based on the arrival rate of 
the jobs with the support of the VM live migration. The 
reconfigured VM is clustered at the runtime. Figure 3 
represents the utilization of the resources. Here, the jobs 
are grouped based on the expected processing speed of 
the job that mapped with the VM existing in the clus-
ter. The number of VM migration is reduced by running 
two small jobs concurrently in the medium VM cluster. 
The resource utilization has been increased and thereby 
increases the throughput of the data center which reduces 
the waiting time of the job.

4.3  Waiting time
Initially, the jobs in msq, mmq, mlq process using the cs,  cm, 
cl respectively. The jobs in msq, mmq, mlq cannot wait for 
executing in the VMs exist in cs,  cm, cl  when the num-
ber of jobs in msq, mmq, mlq less than cs,  cm, cl . Otherwise, 
the job has been waiting in the queue when the cluster is 
overloaded. Figure 4 represents the waiting time of the 
job. The proposed DLBPR approach reduces the waiting 

time of the job by migrating the VMs from one cluster to 
another cluster whenever the cluster is overloaded. The 
migrated VM is dynamically grouped into the cluster and 
so the waiting time of the job is reduced in the proposed 
algorithm. 

5.  Conclusion and Future Work
The proposed system reviewed the challenges of the 
existing scheduling and load balancing algorithms dur-
ing the execution of deadline based jobs. Initially, the 
deadline based job scheduler categories and prioritizes 
the jobs to complete within the deadline. Thus, this work 
proposed a novel Dynamic Load balancing with effec-
tive Bin Packing and VM Reconfiguration (DLBPR) 
approach that splits and integrates the VM based on the 
requirements of the arrival job. After reconfiguration, 
the proposed DLBPR approach clusters the VM at the 
runtime using the receiver-initiated approach. In receiv-
er-initiated approach, the VM live migration reconfigures 
the VM based on the required processing speed of the 
job. Thus, the proposed DLBPR approach outperforms 
the existing scheduling algorithm by migrating the VMs 
from one cluster to another. It mainly focused on load 
balancing that automatically improves the throughput 
and also increases the utilization of the resources. In 
future, the proposed DLBPR work can be extended to 
develop the energy efficient system for the dependent 
and independent jobs.
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