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1.  Introduction

Data collection and storing that data during the past 
decades is difficult and referring it for new crime is also 
difficult as we have to refer all the crimes from the starting 
which crime can be similar to it. Document analysis can 
be difficult to solve a crime. If there are more documents 
to solve the crimes we have to study more documents and 
refer to them and understand them is difficult1. To solve 
this problem we use computer forensics we can solve the 
crimes fast and it is fast growing field where it can easily be 
examine the evidence. In case if there is any damage to the 
computer we can recover the stored data there will be no 
loss of information. By using this digital content it is easy 
to solve the crime. Even this data can be hidden where 

others can’t see this data. This can be done by using the 
user name and password2. By this only the officers related 
to that investigation can see the data. We can also know 
identify that who logged in to the criminal data. Because 
of this it reduces the manual effort, time, redundancy and 
to solve the crimes easily. By using the digital device we 
can store large amount of data.

There are some methods already presented by different 
researchers to analyze the multiple documents. Existing 
methods is DFI propose multi-level search approach, it 
gives the accurate results and also produce the evidence 
related to the current investigation. The drawback of 
these methods has no provision for end user. Here the 
end user has to search the data relevant to that task or 
group the data on given subject. The DIF system takes the 
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input as text file in unstructured format. This data will be 
converted to the structured form by using different data 
mining techniques. There are many clustering algorithms 
to group the relevant data can be used to analysis the 
crime. Such methods are used for the data analysis which 
has less or no prior information about the input data. All 
digital data produce applications of end results3. Data sets 
are made up of unlabeled sets or classes of data which is 
identified as unknown initially. Even if we consider the 
availability of labeled dataset there is no certainty that 
classes that are available of labeled dataset in input dataset 
or next raw dataset which is being collected through 
different computers or related to different investigations4. 
The unstructured data sample can be of different sources. 
To provide an efficient solution for such heterogeneous 
data, we use clustering techniques. These clustering 
techniques are used to find the related document by using 
patterns5. This algorithm improves the performance 
by end users. The method of this cluster is to group 
the data related to each other with some similarities 
which we define it as cluster. Similarly we have different 
type of clusters grouping with some similarities6. The 
investigators can easily find the related document from 
which cluster they required. By this we can examine other 
documents with each cluster. By this we can easily solve 
the difficult tasks by analyzing the documents easily and 
it also saves the time compared to earlier.

In the recent investigation we have studied the work 
done on different clustering algorithms such as k-means, 
single link, complete link, average link with different 
digital forensic datasets in7. In8, author presented the 
methodology for the clustering algorithms which were 
used for the forensic analysis of data/evidence in the 
criminal cases are being investigated by detectives.  In 
this paper we are analyzing the partition algorithm for 
the criminal data. 

2.   Approach used by Clustering 
Algorithms

2.1 Types of Clustering
Clustering is an unsupervised task without having a priori 
knowledge by discovering groups of similar documents. 
There are two types of categories in clustering algorithms, 
they are the partitional algorithm and the hierarchical 
algorithm. K-Means algorithm and the link clustering 
they come under these two categories. K-Means and 

hierarchical clustering have many comparisons. In 
hierarchical clustering the size of data increases as the 
computational expansive, since to merge small clusters 
and D_D similarity matrix by using the certain link 
functions9. By comparing with them K-Means is faster. 
It updates the centroid clusters with each iteration and 
reallocates each document by its nearest centroid by this 
we can say that it is an iterative algorithm. Comparison of 
K-Means and hierarchical algorithm10.

2.1.1 K-Means Algorithm
K-Means clustering investigation plans to partition n 
perceptions into k bunches during which each perception 
includes a place with the bunch with the nearest mean.

Algorithm 
For partitioning the K-Means algorithm, where the mean 
value the objects in the cluster is represented by each 
cluster.
Input: Number of groups.
•	 Place K focuses into the space represented by the data 

that are being grouped. These focuses represent the 
group centroids initially. 

•	 Cluster that has nearest centroid assign every data to 
it. 

•	 When the objects are assigned, recalculate the 
position of the k centroids. 

•	 Until the centroids has no move repeat the steps of 
2 and 3. This type of partitioning of data from the 
centroid to be minimized can be calculated.

output: An arrangement of k groups. To locate the mean 
qualities K-Means calculation is a base for all other 
grouping.

The K-Means algorithm does not find the 
corresponding to the global objective function minimum, 
to find the most optimal configuration. We can reduce the 
effect by running the K-Means for multiple times.

2.1.2 Expectation-Maximization Algorithm
Expectation-Maximization is a type of model based 
clustering method. Expectation-Maximization calculation 
can be utilized to discover the parameter gauges for every 
cluster11. It is an expansion of K-Means algorithm.
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Algorithm 
•	 Find the initial input by finding the initial centroid. 
•	 By using the cosine distance formula or any other 

distance formula calculate the distance between each 
centroid and each data point.

•	 As per the probability of membership of a data pint to 
a particular cluster assign the weights for each combi-
nation of data point and cluster. 

•	 Repeat
•	 Which has highest weight reassign each data point to 

the cluster i.e., highest probability.
•	 If a data point belongs to more than one cluster with 

the same probability, depending on the minimum dis-
tance, (re)assign the data point to the cluster.

•	 Renovate the cluster means foe every iteration until 
clustering converges.

5.  Results and Analysis

In Figure 1, in the original data there are groups which 
are not exactly clustered, some data is not grouped here. 
In K-Means clustering the data is grouped based on the 
algorithm, here it finds the nearest centroid and groups 
the data according to the nearest centroid. In Expectation-
Maximization is the extension of K-Means here the data is 
expected and it is grouped to the exactly nearest cluster.

6.  Conclusion

In crime data clustering techniques plays a vital role to 
investigate the crime and it helps for solving the unsolved 
crimes easily. By grouping the data with similar objects 

we can easily solve the unsolved crimes. For finding 
similarity objects partitioning clustering algorithm is one 
of the finest method. It is observed that finding similar 
words and collect them in a single cluster which helps 
in crime analysis. This paper deals with the study of 
clustering techniques and affinity measures in crime data.
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Figure 1.    Results of the K-means and expectation-maximization algorithms.
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