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Abstract
Objectives:  The objective of the paper is study and select optimal set of parameters present in performance appraisal 
(PA). It will result into the best PA. For achieving this, the technique used is “feature selection” and “clustering” and it is 
supported with the data analytical tool “R”. Methods/Statistical Analysis:  The paper covers the data mining analysis. For 
achieving this, the technique used is “feature selection” and “clustering” and it is supported with the data analytical tool “R”. 
Findings: This paper focuses on performance appraisal, the multiple parameters available; to be exact it is 34 parameters. 
To select set of parameters, 13 from the set of 34, which when focused by the employees can have optimum  PA. For 
achieving this, the technique used is “feature selection” and “clustering” and it is supported with the data analytical tool “R”. 
Applications/Improvements: Usable for every firm where employees have PA. In Organizations today, Human resource 
and performance appraisal has become very crucial. This is significant from the perception of both the management and 
the employees. The mechanism of measuring the performance appraisal has also evolved over a period. Recently there are 
multiple factors and parameters which are taken for measuring the performance appraisal of an individual employee. This 
complete process is very challenging for both, the employer and the employee. The employer i.e. the organization comes up 
with different mechanisms and keeps abreast with changing scenarios in order to be competitive in the industry. It is the 
employees who face the major difficulties in understanding and deciding what to address in their day to day work, which 
can get appreciation from the employers. Ultimately a good appraisal is every employee’s desire

1. Introduction  
In the current times, the task of performance manage-
ment of the employees in organizations has undergone 
many developments from the earlier times25. Performance 
Appraisal has attained importance in last few decades. It 
is now observed as one of the most critical tools of HR3.

Performance Management has been an evolving 
domain. In the past organizations have been contempla-
tive about this and overall development of the employees25. 
The work force and the organization have a combined 
effort for the completion of the desired work and success 

of the organization within the industry. In today’s sce-
nario the human resources have to be very committed for 
the organization and the organization needs to be com-
mitted for the employee and their overall manpower of 
the company5. The Performance appraisal has to be very 
structured and formal so as to implement it in a good 
manner for the organization.13

PA innovation as “appraisal intensification” is the 
tendency to apply traditional top-down PA(rater-ratee) 
various techniques and refinements whose aim is to 
enhance both the extent to which performance is under 
organizational surveillance and the differentiation of 
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employees into strong-weak, acceptable-unacceptable 
performers14. Two techniques are notable here:

(a) Multi-rater methods (like 360. appraisal)- which 
uses several data about an individual behavior, from 
peers, subordinates, etc.2,16

(b) Forced ranking method: here the PA system con-
sists of managers applying percentage/quota of “high”, 
“average” and “poor performer” to populations of employ-
ees they appraise. This technique has been widely used by 
Ford, General Electric, Microsoft etc.7

In Indian Scenario, both the public and private sec-
tor require Performance Management and Appraisal, but 
there is a difference in their mechanism4. There are also 
a variety of different perspectives that are evident in the 
importance of performance management and its mea-
surement40. Through rational performance measurement, 
Organization’s management can get the maximum reli-
ance of employees.

1.1 Introduction to Feature Selection and 
Clustering
The method which is used to detect the relevant features 
is known Feature Selection (FS). It plays an important 
role in decision making process. For data driven decision 
support Data mining techniques are widely used. Before 
processing for data mining, it is good idea to carry out 
preprocessing. Feature selection techniques are gener-
ally used as a preprocessing technique. This technique 
minimizes attributes/dimensions. It eliminates irrelevant 
data. These noisy features decreases performance and effi-
ciency of the algorithm which is used to run on the given 
dataset .The best set of features are selected from given 
dataset. In this paper we present a cluster based approach 
to select significant components that affect appraisal. 
Multiple factors are stated in appraisal form. It’s a need 
to choose only the significant parameters which affect the 
salary of employee. Expert knowledge is used to select 
the factors in the first step. The clusters are formed based 
hierarchical and partitioning family algorithms. Output 
of the first step is cluster purity. It is used as input to select 
the algorithm as a second step. This chosen algorithm is 
to be used in the next step.  The forward FS technique is 
used to produce the clusters. Depending upon the cluster 
purity, optimal FS is achieved. Two step approach allows 
to eliminate unnecessary  resources present  in the next 
round of data selection. The data set used is related to 
manufacturing based company

2. Review of Literature
Use of computer, internet is resulted into production 
of huge amount of online and offline data18. Due to this 
extensive data, it may happen that the crucial parameters 
are being ignored during the process of decision making. 
It  may in turn trigger anomalous reports.35

There are several popular techniques which are used 
to remove noisy attributes. E.g. (LDA), (PCA), (SVD). 
The techniques are targeted for Selecting the optimal set 
of features. (i.e. class label). Selected features can be evalu-
ated using feature selection techniques. These are Fisher 
Score, Relief, etc.36,37

PA is the process used to determine performance of 
employee and communicates the information back to 
the employee. It also provides input for human resource 
planning (Riggio, 2003). An effectively designed, imple-
mented appraisal system can produce an organization, 
manager and employee with a plethora of benefits14. There 
should be approach to minimizing subjective judgment 
in effective employee evaluation with many factors using  
hierarchical structure. To achieve hierarchical structure, 
clustering is one of the effective methods which leads to 
grouping according to the features of the objects.

Clustering is the process in which data elements 
whose properties are similar are placed in same group. So 
the items in different groups are dissimilar. The similarity 
measure can be used to evaluate clustering process. The 
process to find out this similarity between the items is 
known as cluster analysis41. The variety of applications is 
the reason to have different clustering techniques. It iden-
tifies outliers along with data distribution.21

To get accurate clusters several challenges should be 
considered. Selection of proper clustering approach is one 
of the issues. Validating clustering process is important to 
get reliable results. Cluster purity is used to validate the 
results. Irrelevant and unuseful data increases dimensions 
and affects the Purity of cluster. Choosing correct algo-
rithm is one of the ways to solve this problem8. Cluster 
contents will be more correct Feature selection is followed 
by clustering techniques43. In some cases clusters won’t 
have any element because of the wrong choice of centroid. 
To define initial centroid is a big challenge.28

Keeping less important attributes which do not have 
any significance on final output leads to decrease the per-
formance of algorithm. Researchers prefer to apply FS 
algorithm to improve efficiency. It is applied any on less 
data results into  less cost and well performance. To group 
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the elements K- means Clustering  algorithm is  used . It is 
a unsupervised  mining algorithm which uses a distance 
matrix to produce the clusters36,39. Feature selection is 
used with k-means clustering algorithm and used on data-
set having 14 attributes in33. The researchers commented 
about the result obtained by applying FS techniques on 
clustering algorithm. There is 50% improvement in accu-
racy of the result, by applying FS techniques.    But still 
there is need to have more efficient technique to develop 
the FS algorithm which will  select optimal features and 
will produced highly accurate result6,9,32,34. Normally mul-
tiple search strategies available in literature. It is used with 
feature selection increases degree of optimality of final 
feature subset. 

There are different metrics for evaluating clustering 
algorithms. Database indexing is an internal evaluation 
scheme, which uses quantities and attributes closer to 
the dataset. Cluster purity also can be measured used  
F-measure, entropy and precision. Entropy is used with 
various preprocessing methods such as wrapper, filter for 
feature elimination, reduction and selection12,23,24,29,38,42,44.

3. Research Design  

3.1 Data Collection and Pre-Processing
Collected dataset is from industrial sector. If the entire 
data set is given as an input it not only needs more time 
to run the experiment but also produces incorrect results. 
Decision making process can be fast, if representative 
and significant elements of data from given dataset is 
being chosen. Data consists of 366 X 34 dimensions and 
selected dimensions are 13. Base set attributes selected 
from domain knowledge.

3.2 Selection of Clustering Algorithm
The first step of our approach is based on the survey that 
we carried out to determine the algorithm. It involves 
selection the algorithm which will be used for cluster-
ing. The selected algorithm is input for the second step 
that is feature selection. The comparative analysis of three 
algorithms based on experiments performed finalizes 
the algorithm. The data set is obtained by using expert’s 
knowledge. It is a compact set of features. Algorithm 
producing maximum cluster purity is used as evaluation 
measure to decide algorithm for the next step of FS.

Results for three clustering algorithms are presented. 
Table 1 shows number of points present in each cluster. 
Table 2 indicates the different performance metrics to con-
clude the best algorithm. Lower the measure of Database 
Index, count of overlapped points and total withinness 
indicates improved performance of the algorithm.

Table 1. Cluster size Table

Algorithm C1 C2 C3 C4

K-means 150 100 95 71

continuous 
K-means

100 100 95 121

Pairwise 
Agglomerative 

50 200 70 96

Table 2. Cluster Validation Table

Algorithm Database
Index

Overlapping 
Points

Total 
With 
Innes

K-means 0.389 50 4256.3

continuous 
K-means

0.61 19 1432.5

Pairwise 
Agglomerative 

0.812 92 1556.2

3.3 Objectives

• To study the importance of feature selection.
• To apply feature selection method for calculation 

of optimal PA factors.
• To suggest optimal PA factors with their measure 

to each employee.

3.4 Statistical Analysis

3.4.1Analysis and Discussion

3.4.1.1 Selection of Optimal Feature Set
To avoid  exponential Complexity of algorithm, present fea-
tures are considered in combinations. Experts knowledge 
is used on increasing feature set. Continuous k-means is 
applied along with forward feature set. Table 3 and Table 
4 show comparative analysis of algorithms.
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Table 3. Analysis of used  algorithms

K-means 
algorithm.
1. overlapped 
clusters.

Continuous 
K-means 
algorithm
non-overlapping 
clusters 

Pairwise 
Agglomerative 
algorithm 
Different non 
overlapping clusters.

2. less changes 
in clusters 
of successive 
iterations

2. Prominent 
changes in 
the clusters 
of successive 
iterations.

2. In consecutive 
iterations important 
updates in the 
clusters are seen.

3. In the first 
step centroid 
of a clusters are 
random readings 

3. Initial clusters 
are formed 
by visual 
observation. 
The nearest 
data points are 
considered.

3. Clusters are 
formed by using two 
points having the 
least distance. 

4. Object in the 
cluster is input 
data points

4. Object in the 
cluster is input 
data points.

 4. Object in the 
cluster is input data 
points

5. Slow execution 5.less time 5. Minimum twice 
steps

Table 4. Drawbacks of algorithms
K-means Continuous 

K-means
Pairwise 
agglomerative

1. Suitable only 
for selected data.

---- 1.Proper for few data 
elements.

2. Optimality is 
checked at every 
step, so produces 
accurate results.

---- 2.Multiple steps 
takes long time

3. Before 
conducting an 
experiment  k’s 
value should be 
known.

---- 3. less accurate 
results

4. Before 
conducting an 
experiment  k’s 
value should be 
known.

4. Before conducting 
an experiment  k’s 
value should be 
known.

Graphical notations as A,B,C,D represent the  clus-
tering types wrt.  number of parameters. Continuous K 
means and hierarchical agglomerative clustering algo-
rithm is used on increased features gives best clusters 
.Best clusters are determined by the parameters such as 
error rate, Database  index ,entropy, purity. Less entropy 

Graph A. Clusters’ view for 367 X 34 data

Graph B. Clusters view for 367X 21 data

Graph C. Clusters’ view for 367 X 34 data
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and database index represent the good  cluster qual-
ity14,26,41. The table shows optimum number of attributes. 
The study shows that 13 feature are selected by forward 
selection method from given features for further analysis. 
Table 5 shows the feature set. Table 6 shows the optimal 
feature number with cluster validating parameters. 

Table 5. Features

Total feature set Selected feature set

Name1,Name 2,date, 
location, department, salary, 
qualification, age, gender, 
innovations used , past 
knowledge used , resource 
utilization capacity,

competency, job knowledge, 
atttitude towards work, 
purity, work performance, 
timeliness, learning skill 
1, learning from training 
program, application 
of learning, knowledge 
development, team leading, 
attitude development, 
skilldevelopment.

4. Conclusion
Appraisal is one of the management’s toughest and least 
satisfying tasks. And instead of thinking it as burden, it 
should be used to motivate and develop the employees. 
And also make a fair decision in deciding an appropriate 
salary and its progression path for the employees. 

The proposed framework is applicable for a problem 
where clustering technique is used for decision making. 

There are different data set repositories. These reposito-
ries are set of tables having multiple irrelevant attributes. 
Removal of useless attributes results into effective out-
put. To achieve this reduced feature set are considered 
and then clustering algorithm is applied. After evaluat-
ing quality of the algorithm, it is finalized. It is then used 
for next step of FS.  FS is applied before use of clustering 
algorithm results into removal noisy and less important 
attributes. Algorithm converges to solution fast and accu-
rate. It minimizes the cost and efforts to collect the next 
round of data. So in the first step clustering algorithm 
is selected and then optimum features are selected. It 
increases the efficiency of decision process. In reference 
to the current study, this constituted 34 attributes related 
to the employee. These attributes were used during 
Appraisal evaluation. But many of them did not impact 
the Appraisal directly. Used the above said process, we 
could reduce the number of relevant attributes to 13. The 
study proves that the purity of the clustering based on 
these 13 parameters was far more better than the cluster-
ing achieved with 34 parameters.
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