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Abstract

Objectives: Facial Recognition system has been the most popular non-intrusive authentication system. The pro-
posed system offers to improve the accuracy of facial recognition using multimodal authentication with a 3d depth 
sensor. Methods/Statistical Analysis: To increase the reliability and robust of the system, we superimpose skel-
etal biometric features with facial features where data combined using 3D Imaging Technology. Statistical approaches 
are used for feature transformation using PCA and LDA Algorithm. Findings: To evaluate the system, we collected 
nearly 1000 individuals with two samples for each, captured in indoor environments under various light effects. The 
accuracy of the system is built with 95% confidence interval and based on a classifier, three performance curves 
Receiver Operating Characteristics (ROC), Cumulative Match Score Curves (CMC) and Expected Performance Curves 
(EPC) are used for performance evaluation. The FRR of the proposed multimodal fusion approach is 0.12 at 0.001 
minimal FAR with 95% accuracy. Applications/Improvements: Multimodal biometric is required for strong au-
thentication for the surveillance of smart home, cities and health care sectors where security plays a vital role. This 
fusion technique improves the reliability, latency, and accuracy of the system in recognizing and authenticating the user. 

*Author for correspondence

1. Introduction
Any home, corporate sector or government has a great 
responsibility to secure with advanced software and 
hardware to protect their infrastructure from malicious 
attack. Existing technology has the ability to protect 
our system from the intruders. Many researchers and 
research institutes are developing strong and confidential 
security systems. The person who accesses the security 
information has to be authenticated beforehand by tak-
ing adequate security measures. Person authentication is 
done by providing identity to each of them using several 
authentication mechanisms. Biometric authentication 
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has been widely regarded as the most fool proof - or at 
least the hardest to forge or spoof1,2. The main function-
ing of Biometric Recognition System involves two parts; 
enrolment and test. During the enrollment process, the 
template is stored in a database. And during the test pro-
cess, the individual’s data is compared with the acquired 
templates that are stored in the database3. The Matching 
program evaluates template with input, estimating the 
distance between these two using suitable algorithms. 
This is considered as the output for a specified purpose. 
Biometric identifiers quantifiable attributes used to por-
tray the person and label their features4. Physiological 
characteristics are related to the shape of the body. Face 
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recognition, body tracking, voice recognition, iris scans, 
finger prints, finger pressure plays an important role in 
authenticating the person. One of the most popular 3-D 
camera and a biometric tool is the Microsoft Kinect Sensor 
for Windows. Microsoft Kinect Sensor for Windows gets 
you the latest in human computing technologies, empow-
ering the development of applications that are built to 
interact humans with the computers using natural ges-
tures and speech5. In the proposed biometric system, more 
than 1000 real-time data are collected for user authenti-
cation. Dataset of facial features and Anthropometric 
dataset are acquired using the Kinect sensor. The system 
uses pattern analysis methods, to relate similar segments 
as well as to distinguish the segments which show unique 
identities among the individuals. Original images are 
of high dimensional data that has to be reduced to low 
dimensions, to visualize for analysis. The PCA analysis 
is used to reduce multi-co linearity and distinguish the 
biometric features in the set. Face feature vector and skel-
eton feature vector are partitioned into training images 
and testing images. The template of the skeletal features 
is built using training data and evaluation of the data by 
using test data. The evaluation is done by using logistic 
regression classification technique where the data are sta-
tistically analyzed6. This fusion of techniques validates the 
user as genuine or an imposter, by comparing the original 
biometric data with the templates stored in the database. 
The accuracy of the combined user recognition system is 
improved by a lot factor than the accuracy of the facial 
recognition system alone.

2. Existing Work
Many researchers have come up with user identification 
and authentication using the Kinect sensor. The static and 
dynamic data are captured and derived with appropriate 
solution. For example, Fusiello7 used a new person iden-
tification method that uses motion and anthropometric 
biometric acquired from Kinect. System has EER of 13% 
and an average CMC Rank-1 identification rate of 90%. 
Anderson and Araujo8 used person identification using 
anthropometric and gait data from Kinect sensor, per-

formed data analysis by applying KNN, SVM, and MLP 
with 87.7% accuracy. Elena9 Human Classification Using 
Gait Features are done by physical and behavioral fea-
tures aiming at identifying the more relevant parameters 
for gait description for people recognition in 3D Model. 
Changjun10 used PCA and logistic regression classifier 
for face recognition with an accuracy rate of 93.33%. 
Naseer11 used Linear Regression Classification Algorithm 
for Face recognition and for continuous occlusion in the 
image rectification using distance based Evidence Fusion. 
Accuracy of the biometric system is achieved to 96% in 
Multimodal user authentication using Kinect sensor12. 
Luca13 used different fusion technique for face and finger-
print fusion at match score level resulting FAR at 0% and 
FRR at 0.6%. Marina14 used Face, Ear and signature fusion 
at rank score level using logistic regression with EER 
=1.12%. EIJI Hayashi15 used SVM classifier to classify 
the Body length and gestures resulting in 1.6% of Equal 
Error Rate. Chaudhary16 integrated multimodal biomet-
ric system, Face, Iris and voice using sum rule techniques. 
Fusion did at the score level resulting in 92% accuracy 
and 2% FAR. Suman17 used Linear Discriminate Analysis 
Algorithm for Face Recognition performed with ORL 
face database. This LDA method overcomes the PCA lim-
itation in multiple classifications. Shih_Ming18 proposed 
Kernel Linear Regression classification Algorithm for 
Face Recognition at low resolution. This Kernel projec-
tion helps in minimizing the reconstruction Error under 
variable illumination.

3.  Proposed Methodology – Kinect 
Study

The latest Microsoft Kinect v2 camera detector and the 
SDK 2.0 take natural user interactions with comput-
ers to the next degree. It accelerates the development of 
applications that react to movement, gesture, and voice 
offering greater overall precision, reactivity, and intui-
tive capabilities. Various applications are built using 
Microsoft Kinect for Windows in places like smart home, 
commercial sectors and in healthcare finding new ways 
for better human life. Kinect uses low-cost infrared pro-



A. Saravana Priya and Rajeshwari Mukesh 

Indian Journal of Science and Technology 3Vol 11 (10) | March 2018 | www.indjst.org

jector and depth-sensing camera for human detection. 
Microsoft developed Kinect Sensor Camera and Kinect 
Software Development Kit (SDK) which can be applied 
to build an Intrusion detector using camera capturing 
the user in three-dimensional [3D] space. 3D images can 
be represented as the range of images that are robust to 
color changes in the object and illumination variations19

. 

Sensor, at Home; it replaces the watch dog activity by 
sensing the unidentified person visiting home. Initially, 
the Kinect can recognize the human whoever stands in 
the field view of the camera rather than any object are set 
to ready for tracking the user. Depth data plays a vital role 
in Human Recognition that project the tracking object or 
image and sets a boundary from the background inter-
ference. In Figure 1, Kinect skeleton tracking starts from 
center of the head to foot, by identifying their skeleton 
joints or dimensions where it tracks 25 skeletal joint 
points all over the body. Kinect acts as a security the cam-

era to detect the person when a human appears in front 
of camera and captures the skeleton as a biometric trait. 
First, Face Tracking SDK contains a face tracking engine, 
which can analyze the input from the Kinect camera, it 
can detect the head pose and face features like eyes, nose, 
mouth, cheeks, and jawbones depending on the points 
that can be tracked, and generate an information to the 
application in real time20. Second, anthropometric mea-
surement is taken from each individual and registered in 
the database. Generally, human features show minimum 
variations in each and almost match with body segment 
of others. Skeleton data are not consistent and shows a 
significant increase in errors as sample size increases. 
This integrated system is built and implemented to the 
clients in an unobtrusive way which talks about the new 
approach for authentication.

4.  Proposed System using 
Biometrics

4.1 Image Acquisition and Preprocessing
The samples are collected from various places and selected 
for analysis. The data are collected in an unobtrusive way 
where respondent find easy with sensor tracking. Data is 
collected with a variety of samples containing persons of 
different age, gender, tall person, short person, bald head 
person, including the different clothing style. Using Kinect 
depth sensor, the image captured under any multiple 
light conditions. The image of two traits (Skeleton body 
and Face) is acquired from Kinect sensor where the 
distance of the person from Kinect sensor is 5 feet to 6 
feet depending on the person’s height. Raw skeleton data 
and Face feature data produce background noise at the 
boundary edges. Tracking with the sensor is improved by 
applying extended Kalman filter to 3D data21. This filter 
smoothens out the jitter, adds the capability to continue 
tracking for a short period of time when the object moves 
out of range of the sensor. The Kalman filter is an efficient 
recursive filter that controls the noise data by capturing 
the skeleton features and face features in Kinect.

Figure 1. Skeletal Joints and Skeletal Dimensions.
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4.2 Feature Extraction
Feature extraction plays an important role to discrimi-
nate individuals from their surroundings. The system 
extracts skeleton feature joints and Face Features points 
separately. All the skeleton joints and Face features points 
are captured in three dimensional (3D) spaces. In X, Y, 
Z Space co-ordinates X and Y are the distance between 
the joints and where Z is the distance from the sensor or 
depth value. A line can be drawn to get the human skel-
eton picture in 3D space.

Ð=  (1)

Where distance d is measured for skeletal features 
points, calculates the segment length to distinguish the 
head, shoulder, hand length, hip width and leg length as a 
whole body. Similarly, face features are taken as input and 
the distance between the feature points are segmented 
and distance between the segments are calculated to dis-
tinguish eyes, nose, cheek, jaws, and mouth in one form. 
The distance between the feature points can be computed 
using the Euclidean norm (i.e.) by finding the square root 
of the sum of squared differences of the coordinates.

5. Analyzing the 3D Space Data

5.1 Principal Component Analysis
The Skeleton Image and Face Image are the high 
dimensional dataset and difficult to visualize the data. PCA 
is the distinct linear feature extraction method where new 
features are constructed using the principal components 
and compress the high dimensional training sample data 
into total scatter matrix as a set containing the sum of 
the within-scatter matrix and between-scatter matrix. In 
the equation, say, point, represent a 3-dimensional pixel 
with co-ordinates () be p(). Also co-ordinates  is bound 
by space  such that and it also represents face feature  = 1, 
2, 3 ... F. Segment S, represented as a distance () between 
any two features  and  deduced by Euclidean Theorem. 
Now the data (w) can be represented by a set of distance 
of several segments or classes () of  = 1, 2, 3 ..., C10,22,23.

   (2)

Now for sample data of k = 1, 2… N can be repre-
sented as,

    (3)

Where  is the set of all segment lengths in a given 
image.between-class scatter matrix and within-class scat-
ter matrix can be calculated as,

  (4)

Where the average is vector of the class  and is the 
overall average vector of the training sample.is the priori 
probability of class 

Then within-class matrix,

    (5)

Then covariance matrix calculated as

  (6)

Total scatter matrix gives the scattered features in the 
feature space,

 (7)

Optimal projection matrix  is obtained from the deter-
minant of  total scatter matrix which shows largest Eigen 
values and  of the matrix is associated with Eigenvectors.
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6. Classifying the 3D Space Data

6.1 Logistic Regression Analysis
In the simplest form, Logistic Regression can be said 
as a form of Linear Regression with the addition of a 
discrete mapping function layer operated on the data set 
mapping features. Typically, LR is used for predicting the 
probability. But it can also be used for classification. It can 
be used to classify the data in discrete values on a category 
axis which can be an outcome of probabilistic function10, 

24. The Logistic regression curve is shown in Figure 2.
Consider N, number of images in the training dataset, 

with each of them representing multiple classes, C. Then 
the entire matrix can be represented as

     (8)

 Where i = 1, 2 ... N

Now consider learning function P(Y|X) where Y is a 
set of discrete values such that Y = []. In this paper, we 
are proposing this function be limited to Boolean values 1 
and 0 for classification purposes

Hence we can rewrite as

  (9)

  (10)

By probability outcome, sum of (9) and (10) is equal 
to 1

The expression P(Y|X) can be used to classify datasets. 
Any value of X can generally be classified based on  such 
that it maximizes. In other words,

    (11)

This further leads to

   (12)

Figure 2. Logistic Regression Curve.
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7. Experimental Results
The proposed system is experimented to check the effi-
ciency and reliability of the system by training samples 
and test data. The individuals are taken as training samples 
having two sets of data containing face feature points and 
skeleton feature points each in a separate database. These 
3D face Images are initially collected by extracting facial 
features and its relative distance of feature points to form 
a face pattern. Similarly, skeleton Images are collected by 
extracting skeletal joints and distance calculated to deter-

shades, lightning effects occurs during face detection are 
normalized using histogram equalization and logarith-
mic transform methods. Next, logistic regression is used 
as a classifier on a transformed data which maximize 
the conditional likelihood of samples. The test user can 
be recognized by attaining the closest match among the 
samples. We focused on skeleton tracking system where 
every user generally distinguished over their peers. The 
sample data collection of Human body features and Face 
features are shown in Figure 3.

Figure 3. (a) Sample Data of Body based User Authentication (b) Sample Data of User 
Authentication using Face Features.

mine the segment length. In PCA method, Eigen-faces 
are used for feature extraction where the maximal vari-
ance of the feature is determined by maximum attained 
Eigen values from the eigenvectors. Next, face detection 
is done by processing the location and its spatial extent 
within the image. These face images are stored in the data-
base as a training dataset and template created to train 
the face images using test data under different lightning 
conditions and orientations. This illumination variations, 

8.  Performance of the Classifier
To evaluate and compare the proposed biometric authen-
tication system, three performance curves are depicted 
using PCA and Logistic Regression. The diagnostic 
test evaluation is done, to show the true positive rate 
(Sensitivity) against the false positive rate (1-Specificity) 
using ROC curve. Skeletal feature vector(Sq) and Facial 
feature vector(Fq) are the inputs taken and compared 
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with their trained template(s) St and Ft for the test user M 
to determine the user passed or rejected in the biometric 
authentication. In any feature recognition technique, two 
types of errors are important to consider that shows the 
robustness of the system. First, the number of imposters 
incorrectly recognized as a genuine user from the total 
number of users (Type I Error or FPR). Second, the num-
ber of genuine users incorrectly rejected as imposters from 
the total number of users treated as genuine (Type II Error 

or FNR). The ROC plot is used to show the performance 
of the system by comparing actual value and the predicted 
value. User recognized as genuine for the first time itself 
indicates 100% accuracy of the system. The accuracy of 
the system can be evaluated by considering true positive 
rate. Similarly, Cumulative Match Score Curves (CMC), 
is the plotted between the rank and Human recognition 
rate and Expected Performance Curves (EPC) is plotted 

Figure 4. ROC Curves of the proposed authentication system.

Figure 5. ROC Curves of the proposed authentication system - FAR Vs FRR.
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between the alpha and the error rate. The performances of 
the proposed system are analyzed based on these metrics.

=  (13)

=  (14)

=     (15)

Figure 6. CMC Curves of the proposed multimodal authentication system using PCA 
+ Logistic Regression.

Figure 7. EPC Curves of the proposed multimodal authentication system using PCA + 
Logistic Regression.



A. Saravana Priya and Rajeshwari Mukesh 

Indian Journal of Science and Technology 9Vol 11 (10) | March 2018 | www.indjst.org

It is observed from the Figure 4 that the proposed 
multimodal biometrics authentication system provides 
better performance than their individual counter parts 
such as facial points and skeleton points. While consid-
ering the fusion of facial points and skeleton points, the 
verification rate at 0.001 FAR is 92%. For the same FAR, 
the facial points and skeleton points produce only 68% 
and 78% accuracy respectively. It is observed from the 
Figure 5 that the FRR of the proposed fusion approach 
is very low in comparison with facial points and skele-
ton points. The FRR of the proposed multimodal fusion 
approach is 0.12 at 0.001 FAR. For the same FAR, the 
obtained FRR of the face and skeleton points are 0.26 and 
0.37 respectively. Figure 6 shows the Cumulative Match 
Score Curves (CMC) based on the data computed using 
face points, skeleton points, and fusion. The CMC is used 
as a measure of 1:n identification system performance. It 
judges the ranking capabilities of an identification system. 
The CMC curves drawn for the proposed multimodal 
biometrics authentication system using the fusion of face 

and skeleton points outperform their individual perfor-
mance. The recognition accuracy of the system using 
fusion approach is 95% whereas it is 86% and 83% for 
facial and skeleton features respectively. Figure 7 shows 
the Expected Performance Curve (EPC) enables us to ana-
lyze the performance of a model to a criterion, decided by 
the application. The two criteria used to analyze the pro-
posed identification system are miss probability and false 
alarm probability. Figure 8 shows the EPC curve for the 
proposed multimodal biometrics authentication system. 
It is observed from the EPC curve of fusion approach, in 
Figure 8, that the increase in false alarm probability, the 
probability of missed genuine user, increases greatly in 
comparison with facial points and skeleton points. The 
probability of misses for the proposed fusion approach 
at 10%, false alarm probability is only 4%. For facial 
points and skeleton points approach, it is 1.8% and 2.1% 
respectively. The flow Diagram of Multimodal biometric 
authentication using Kinect in Proposed System is shown 
in Figure 8.

Figure 8. Multimodal biometric authentication using Kinect in proposed system.
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9. Conclusion
Microsoft Kinect is less sensitive and less expensive 
sensor device which provides an accurate solution for 
recognition and detection problems. To improve the 
human recognition in Kinect, a novel, unobtrusive fusion 
technique is applied using PCA and Logistic regression 
analysis. With this new technology, many applications are 
built for improved security in various areas like forensic, 
government, many business sector, and smart home and 
change it for a better human life; integrating the Microsoft 
Kinect with the existing authentication mechanism can 
produce >99% accuracy.
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