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Abstract
Data and information obtained from data analysis is an essential asset to construct and support information systems. As 
data is a significant resource, the quality of data is critical to enhance data quality and increase the effectiveness of busi-
ness processes. Relationships among all four major data quality dimensions for process improvement are often neglected. 
For this reason, this study proposes to construct a reliable framework to support process activities in information systems. 
This study focuses on four critical quality dimensions; accuracy, completeness, consistency, and timeliness. A qualitative 
approach was conducted using a questionnaire and the responses were assessed to measure reliability and validity of the 
survey. Factor analysis and Cronbach-alpha test were applied to interpret the results. The results show that the items of 
each data quality dimension and improvement process are reliable and valid. This framework can be used to evaluate data 
quality in an information system to improve the involved process.

Keywords: Data Quality Dimension, Framework, Relationship, Validation, Information Systems, Factor Analyzing.

1.  Introduction
Data is the primary foundation in operational, tacti-
cal and strategic decision-making activities. As data is 
a critical resource in all applications within organiza-
tions, businesses and government agencies, quality of 
data is essential for managers and decision makers to 
resolve performance-related issues [12, 38, 5]. Data has 
multi-dimensional concept which can be measured by 
different dimensions such as currency, completeness, and 
accuracy [39, 16]. These dimensions are features to measure 
and manage data and information quality across different 
domain and their measurement metrics vary in differ-
ent contexts [18]. Data quality dimensions are depending 
on each other and analyzing the dependency structure 
among them is an effective way to solve related problems 
in information systems. At present, beside of an existing 

large variety of techniques for accessing and improving 
data quality such as using business rules, record linkage 
and similarity measures [5], there are some methodolo-
gies on data quality dimensions and improvement such as 
Total Information Quality Management (TIQM) and Total 
Data Quality Management (TDQM). These methodologies 
focus on finding the causes of none quality by measuring 
and improving activities on a set of quality dimensions 
(e.g., accuracy, timeliness, completeness) and analyze the 
dependencies among dimensions by using the proper-
ties of entropy. In fact, these methodologies measure and 
analyze the quality dimension indirectly by applying their 
techniques on the limited attributes on the database [21]. 
The data quality techniques have been previously used to 
find and evaluate the problem complexity but, proposing 
framework is the first step to develop methods for extract-
ing subjective information from the database and reduce 
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data inconsistencies. Our research is more than measuring 
quality dimensions indeed it is dealing with proposing a 
data quality framework that can be used to find depen-
dencies among dimensions. This framework is designed 
to create and manage a prefect database for real-world 
systems and domain as well as it supports database provid-
ers and users at every step from design, execution, analysis 
and improvement to assess and overcome database prob-
lems. It can yield multiple useful applications based on the 
real-world data toward system design and data production 
to identify data deficiency and inconsistency. However, 
there are different dependent variables for assessing infor-
mation system in general and data quality in particular, but 
there is a little empirical or theoretical foundation for the 
choice [21]. This study is compared with previous study and 
demonstrated valid, reliable and final items for improve-
ment process construct with more statistical analysis and 
results [35].

The goal of the present study is, to write a review on 
data quality dimensions, to propose a framework for data 
quality dimension in an effort to improve data processing 
in information systems and; to use qualitative approach by 
conducting a questionnaire and measures the reliability and 
validity of the survey scale. This study will survey on criti-
cal dimensions; accuracy, consistency, completeness, and 
timeliness, which are considered as a fundamental dimen-
sion and improvement process in information systems.

2.  Literature Review
Data is described as a real world object that can be 
stored, retrieved, and elaborated during a software pro-
cess and communicated through the network [9]. It is 
group of attributes and relations that refers to “raw mate-
rial of information”. Data can be classified into different 
classes, for example implicit vs. explicit and elementary 
vs. aggregated. Classification of implicit and explicit data 
identifies data into three categories, which are structured, 
unstructured, and semi-structured [5]. Meanwhile, clas-
sification of elementary and aggregated data is based 
on the strictness to measure and to achieve data quality. 
Elementary data means data is managed by operational 
process and is represented by atomic phenomena in the 
real worlds such as gender and age. Aggregated data 
means elementary data is aggregated through application 
of some aggregation function, for example average income 
for taxpayers in a specific city [27]. Data quality refers to 
usage of the data while quality of producing data is judged 

by the users in the system [39]. Common definitions of 
data quality that are adapted extensively include “quality 
of data to meet customer needs” or “appropriate for use” 
[36, 37]. Meanwhile, information quality is often defined 
as “fitness for all purposes in the enterprise that requires 
it” or “consistently meeting knowledge worker and 
end-customer expectation” [13]. Study of data quality 
provides an opportunity to better understand the nature 
of data. Researchers believe the fact that data quality is sig-
nificant resources that have effects on the business success 
and overall efficiency of organizations [1].

To achieve high quality data, different strategies and 
techniques are employed, which can be divided into two 
types: data-driven and process-driven. Data-driven strat-
egies improve the quality of data by directly modifying 
data values, whereas process-driven strategies improve the 
quality of data by redesigning the process of producing or 
modifying the data. Overall, process-driven has shown bet-
ter performance in the long run as compared to data-driven 
strategies because it focuses on removing the cause of data 
quality problems. Data-driven strategies are also more 
expensive than process-driven strategies whether in the 
long run or within a short period [5].

In addition, the assessment also plays an essential role 
especially during data integration [41]. This is where data 
quality methodology is necessary to guide the architecture 
and implementation [23].

Based on the ISO standard, quality refers to “the totality 
of the characteristics of an entity that bear on its ability to 
satisfy standard implied needs” [17]. Data quality dimen-
sions refer to “a set of data quality attributes that represent 
a single aspect or construct of data quality” [29]. These 
dimensions offer a way to measure and manage data and 
information quality [28].

According to Wand [42], there are three initial catego-
ries to identify appropriate data quality dimensions, which 
are data quality, information systems, and accounting and 
auditing. Meanwhile, Christy et al. [43] categories data 
quality differently; into four categories which are intrinsic 
DQ, accessibility DQ, contextual DQ, and representational 
DQ. Moreover, data quality has other dimensions such 
as objectivity, believability, reputation, and value added. 
Data quality dimensions are represented using taxonomy 
to create and manipulate the data for improving informa-
tion and its process [40]. Process improvement refers to 
apply effective strategy for reducing costs, decreasing times 
cycle in order to improve quality that met user satisfac-
tion [6]. Information systems work properly, if constant 
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improvement process be implemented. In fact, the concept 
of quality improvement provides significant assistance to 
address and solve related problem to information system.

The literature concludes that research on data quality 
has put significant efforts on data quality dimensions in 
order to improve data quality. Achieving high quality is 
not only depended on the accurateness of data but also it 
depends on several dimensions. At present, an information 
system is considered effective only when the data quality is 
high because making correct decisions and improvement 
in the process highly depends on the quality of the data [7].  
Data quality dependency model among data dimen-
sions can be divided into three major categories: perfect 
dependency, partial dependency, and independency [11]. 
Dependencies among the dimensions are essential for 
improving process quality [4] and understanding exist rela-
tions between dimensions is essential to promote effective 
and comprehensive knowledge discovery. Trade off analysis 
[15, 33, 26, 2, 4] and logical interdependence analysis [15]  
are examples of dependency analysis among different 
dimensions. Some quality dimensions have tradeoff rela-
tionships; which means one dimension can be affected by 
some deficiencies of other dimensions. The examples of 
this relationship are between completeness vs. consistency 
and timeliness vs. accuracy. The first trade off mentions; if 
the information becomes better over time, its accuracy will 
be decreased (negative effect). Another trade-off between 
completeness and consistency is that, if data is more com-
plete, its consistency is lower or it has lack of consistency 
[44, 14, 11]. Overall, past researches have shown that very 
minimum work exists to study the structure of data qual-
ity dependency, hence there is needed to consider more 
dimensions to improve the quality of data.

According to the literature, product quality refers to data 
quality and service quality refers to information quality and 
is related to service delivery process [41]. Nowadays, sev-
eral quality assessments and models exist, that most of them 
are utilized in the context of data warehousing and business 
domain with the aim of solving quality problems as a service 
quality [23]. These methodologies do not fit into the informa-
tion system thus to improve process quality in the information 
systems we should look at data quality as a product quality 
not service quality. Therefore, an appropriate framework is 
needed to identify and reduce inconsistencies of the data by 
computing data quality dimensions dependencies for improv-
ing the involved process in the information systems.

This study develops and validates a questionnaire for 
improvement process, which is basically a process redesign 

to identify causes of errors. According to Batini et al. [5], 
improvement process is part of improvement activities. In 
addition, we propose a framework with focusing on criti-
cal data quality dimensions and improvement process to 
find the relationship among them. The effectiveness of the 
improvement process is supported by reconstructing pro-
cess as the primary step for improving process and making 
correct decision.

3.  The Proposed Framework and 
Hypothesis
Barone et al. [4] points that while data quality dimensions 
can be strongly or weakly related to each other, effective 
dependency is able to improve data and process quality. 
Effective dependency is achieved by selecting appropri-
ate dimensions and identifying the correlation among the 
dimensions. The process involves measuring the attributes 
for data quality dimensions and recovers the dependency 
structure among them to extract knowledge [20, 32]. While 
there is no clear consensus on the rightful number of data 
quality dimensions and their relationships, there are some 
fundamental dimensions that have to be considered [5]. 
These fundamental dimensions include the accuracy, con-
sistency, completeness, and timeliness, which in turn effect 
on improving processes.

A framework is proposed as it is shown in Figure 1 to 
attempts to find dependency among data quality dimen-
sions and their relationships with the improvement process 
in an information system.

Based on Figure 1, there are five variables: four funda-
mental data quality dimensions and improvement process. 

Figure 1.  A framework for data quality dimensions.
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The relationships are represented by related hypothesis 
developed to determine dependencies among the inde-
pendent variables and dependent variable including their 
dependencies with control variable, which is improvement 
process. The developed hypotheses are as follows:

  H1: � Accuracy has a significant positive relationship with 
completeness.

  H2: � Completeness has a significant positive relationship 
with consistency.

  H3: � Accuracy has a significant positive relationship with 
consistency.

  H4: � Accuracy has a significant positive relationship with 
timeliness.

  H5: � Completeness has a significant positive relationship 
with timeliness.

  H6: � Consistency has a significant positive relationship 
with timeliness.

  H7: � Accuracy has a significant positive relationship with 
improvement process.

  H8: � Completeness has a significant positive relationship 
with improvement process.

  H9: � Consistency has a significant positive relationship 
with improvement process.

H10: � Timeliness has a significant positive relationship 
with improvement process.

Based on the above hypothesizes; we propose that the 
presented dimensions are related to improvement process. 
Table 1 adopted from  Sidi et al. [34] compiles different 
definitions for four major quality dimensions that are criti-
cal to the improvement process.

Figure 2 shows the schematic diagram of the relation-
ships between data quality dimensions and improvement 
process. The three main categories of this diagram are 
derived from the literature review. We consider three 
types of data quality dimensions: accuracy, consistency 
and completeness as independent variable and another 
dimensions; timeliness as dependent variable. Then, we 
consider the relationship of the timeliness as a moderator 
variable with improvement process as a control variable. 
Our schematic diagram concentrates on the relationship 
between data quality dimensions and improvement process 
in information systems. However, the main focuses of this 

Table 1.  Definition for critical data quality dimensions

Definition
Accuracy
Data are accurate when data values stored in the database correspond to real-world values [3, 5].
The extent to which data is correct, reliable and certified [39].
Accuracy is a measure of the proximity of a data value, v, to some other value, v’, that is considered correct [31, 5].
A measure of the correction of the data (which requires an authoritative source of reference to be identified and accessible [28].

Completeness
The ability of an information system to represent every meaningful state of the represented real world system [3, 5].
The extent to which data are of sufficient breadth, depth and scope for the task at hand [39].
The degree to which values are present in a data collection [31, 5].
Percentage of the real-world information entered in the sources and/or the data warehouse [19, 5].
Ratio between the number of non-null values in a source and the size of the universal relation [30, 5].
All values that are supposed to be collected as per a collection theory [25, 5].
Information having all required parts of an entity’s information present [8, 5].

Consistency
The extent to which data is presented in the same format and compatible with previous data [39].
Refers to the violation of semantic rules as defined over the set of data [5].

Timeliness
The extent to which age of the data is appropriated for the task at hand [39].
The delay between a change of a real world state and the resulting modification of the information system state [42, 5].
Timeliness has two components: age and volatility. Age or currency is a measure of how old the information is, based on how long 
age it was recorded. Volatility is a measure of information instability the frequency of change of the value for an entity attribute [8, 5].
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study is, applying statistical methods to assess the reliability 
and validity of the scales for data quality dimensions and 
constructing factor for the improvement process.

4.  Research Design and Method
To illustrate the relationship of data quality dimensions 
and improvement process in the information system, we 
considered four major quality dimensions which are more 
efficient and effective than other dimensions. The proposed 
methodology to conduct this study is as follows:

•	 To construct a literature review on the relationship 
between data quality dimensions

•	 To construct a framework among four critical data qual-
ity dimensions

•	 To construct a draft questionnaire to evaluate the pro-
posed framework

•	 To design and implement the survey
•	 To modify the questionnaire and to develop a question-

naire for the improvement process

This study provides a better understanding of data 
quality dimension relationships based on set of theoretical 
and statistical finding. Qualitative methods and evalua-
tion of the degree of association or relationship between 
the dimension variables is carried out with the aid of a 
questionnaire. According to Creswell [10]  and Lotfi [24] 
using a questionnaire to describe the opinions and char-
acteristics of entire sample or population of people is a 
common and well known method of data collection in 
different research. In our study items for four data quality 
dimensions were adopted [21] and the items for measuring 
improvement process with regard to the information sys-

tem was self-developed from the literature. The assumption 
is that data quality dimension will improve process quality 
in information systems.

In this survey, simple random sampling method is 
applied to select respondents who were familiar with infor-
mation systems in the period of 3 weeks. To ensure that 
respondents are aware to accurately respond to the ques-
tions, we focused on the academic groups. The nine-Likert 
scale is used to assess each item which one (1) represented 
as “Completely Disagree” and nine (9) as “Completely 
Agree”. From, 50 surveys just 37 surveys were completed 
and returned. The questionnaire, had 5 sections; A) 
Demographic information, B) Accuracy, C) Completeness, 
D) Consistency, E) Timeliness, F) Improvement Process 
(Appendix A). To perform statistics analysis SPSS ver. 20 
was used to assess Cronbach- alpha and factor analysis for 
validity and reliability of the construct’s scales.

To prove that the survey scale is consistent and reli-
able, the Cronbach-alpha test was carried out to specify 
amounts of random errors that exist in the instruments. 
Cronbach-alpha determines reliability of the variables and 
its value is between 0 and 1 which 0 indicates a lack of reli-
ability of the questions and value near to 1 indicates a high 
reliability. Based on the rule of thumb if Cronbach-alpha 
be more than 0.70 the instrument is reliable and accept-
able. According to the Table 2, the reliability of coefficient 
for each individual variable was: 0.899 for accuracy, 0.897 
for completeness, 0.915 for consistency, 0.794 for time-
lines, and 0.810 for the improvement process. The total 
Cronbach-alpha is 0.944 that is beyond the minimum 
acceptable level of 0.70 in general and 0.60 for explor-
atory research [45]. Therefore, the overall Cronbach-alpha 
reliability coefficient scores indicate that the instrument is 
reliable and all items for each construct have relatively high 
consistency.

Content validity and construct validity are two major 
types of validity. Content validity is assessed by experts to 

Data Quality 
Dimensions 
-Accuracy 
-Consistency 
-Completeness 

Data 
Quality 
Dimension 
-Timeliness 

Information 
Systems 
-Improvement 
Process 
 

Measurable 
Independent 
Variable (IV) 

Measurable 
Dependent 
Variable (DV)  

Control 
Variable   

Figure 2.  The research model relationship.

Table 2.  The Cronbach-alpha for research variables

Variable No of Items Alpha

Accuracy 4 0.899
Completeness 6 0.897
Consistency 4 0.915
Timeliness 5 0.794
Improvement process 7 0 .810
Overall Cronbach-alpha 0.944
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extent to which questions or items within an instrument 
are relevant and representative of the construct. In our 
study, a pilot survey was sent to three experts to evaluate 
content validity for the items of improvement process for 
any clarifying and rewording. After some modifications 
and obtaining the feedback form experts and pre-testing 
the questionnaire was finalized. Therefore, we concluded 
the improvement process questions have content validity 
and can be used as an instrument during this study.

Construct validity was applied with conducting factor 
analysis extraction for measuring the validity of the instru-
ments. Among different available methods for extracting 
factor, we applied “Principal Components Analysis” (PCA) 
and “Principal Axis Factoring’ for extracting underlying 
factors from the variables. “Principal Component Analysis” 
is a method of data reduction or factor extracting based 
on correlation matrix of the variables involved. We applied 
this method to construct variable’s measurement with 
selecting “Varimax Rotation” technique that is a technique 
to simplify the interpretation of the factors. “Varimax” 
method is an orthogonal rotation method that minimizes 
the number of variables that have high loading on each 
other. Moreover, we selected scores coefficient greater than 
0.5 to make factor matrix be more reliable with considering 
Eigenvalue greater than 1 and Kiaser-Meyer- Olkin (KMO) 
greater than 0.50 for measuring sample of adequacy. The 
reason is if Eigenvalue be less than 1, the solution cannot 
be calculated for the redundancy problems [22].The value 
of the factor loading shows correlation between variables 
and a factor, thus the items with high loading on the same 
factor are closely associated with that factor.

The result of Principal Component Analysis is shown 
in Table 3, Table 4 and Appendix A. The details of this table 
are as follows:

•	 The KMO for items of accuracy dimension was 0.743 
that indicates the sample size was adequate and there 
were sufficient items for each factor. All items of accu-
racy had factor loading greater than 0.7 which indicated 
all items can be loaded in the same factor. Also, the per-
centage of variance extracted for first factor was 77.834% 
with Eigenvalues 3.113 that showed all items can be 
matched with related variable and can be grouped on 
one factor.

•	 The KMO for items of completeness dimension was 
0.838 that indicates the sample size was adequate and 
there were sufficient items for each factor. All items 
of accuracy had factor loading greater than 0.6 which 

indicated all items can be loaded in the same factor. 
Also, the percentage of variance extracted for first fac-
tor was 71.724% with Eigenvalues 4.303 that showed all 
items can be matched with related variable and can be 
grouped on one factor.

•	 The KMO for items of consistency dimension was 
0.814 that indicates the sample size was adequate and 
there were sufficient items for each factor. All items 
of accuracy had factor loading greater than 0.7 which 
indicated all items can be loaded in the same factor. 

Table 4.   Result of Principal Component Analysis for 
improvement process

Component Item Factor 
loading

Eigenvalues % of 
variance

Improvement 
Process

IFQ3 0.511 2.998 59.593

IFQ4 0.696
IFQ5 0.913
IFQ6 0.861
IFQ7 0.823

Table 3.  Result of Principal Component Analysis for 
four critical data quality dimension

Component Item Factor 
loading

Eigenvalues % of 
variance

Accuracy AQ1 0.939 3.113 77.834
AQ2 0.872
AQ3 0.914
AQ4 0.797

Completeness ComQ1 0.888 4.303 71.724
ComQ2 0.835
ComQ3 0.844
ComQ4 0.790
ComQ5 0.822
ComQ6 0.875

Consistency Con Q1 0.935 3.186 79.642
ConQ2 0.731
ConQ3 0.945
Con Q4 0.940

Timeliness TQ1 0.862 3.000 60.01
TQ2 0.693
TQ3 0.646
TQ4 0.838
TQ5 0.812
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Also, the percentage of variance extracted for first fac-
tor was 79.642% with Eigenvalues 3.186 that showed all 
items can be matched with related variable and can be 
grouped on one factor.

•	 The KMO for items of timeliness dimension was 0.766 
that indicates the sample size was adequate and there 
were sufficient items for each factor. All items of accu-
racy had factor loading greater than 0.6 which indicated 
all items can be loaded in the same factor. Also, the per-
centage of variance extracted for first factor was 60.01% 
with Eigenvalues 3.000 that showed all items can be 
matched with related variable and can be grouped on 
one factor.

•	 The KMO for items of improvement process after two 
times repeating PCA and iteration was 0.609 which 
indicates the sample size was adequate. We repeated 
PCA for this variable two times since the output from 
iteration 1 and 2 compute 2 Eigenvalues greater than 
1which indicated 2 components can be extracted for 
this variable and initial factor solution was based on the 
extraction of 2 components. At the first iteration, item 2 
(IFQ2) was removed since its communalities was 0.293 
which is less than 0.5. At the second iteration, output 
indicated that item 1 (IFQ1) should be removed. Thus, 
after two iterations the percent of variances extracted 
were %59. 953 with Eigenvalues 2.998.

Next, Principle Axis Factoring (PAF) was performed 
to examine and confirm the consistency of improvement 
process constructs to look at the underlying factor pattern. 
We repeated PAF for this variable two times since again 
the output from iteration 1 and 2 compute 2 Eigenvalues 
greater than 1. At first iteration, item 2 (IFQ2) did not load 
in any factors because of low loading thus it was removed 
and at the second iteration item 1 (IFQ1) was removed 
since 2 components extracted for this variable. Moreover, 
item 3 (IFQ1) had loading less than 0.5 which showed this 
item should be clarified and reworded for the next study. 
The result of Principal Axis Factoring is shown in Table 5.

Hence, this study provides the confirmatory evidence 
of scales validity of four data quality dimensions and 
improvement processes variable. Although, the analyzing 
of reliability and validity of these items was examined with 
more sample size in [35], we applied more statistical meth-
ods; Principle Axis Factoring and Principal Component 
Analysis techniques in this study to compute the number of 
fix items for improvement process construct, because this 
construct was self-developed and needed more analyzing. 

The result proved validity and reliability of these items for 
this construct with mentioned methods. As a conclusion, 
the result of factor analyzing showed the items have high 
validity in construct and demonstrated good statistical 
properties to test the hypothesized research model in the 
future with identifying associated problems .

5.  Conclusion
This study identifies relationship amongst data quality 
dimensions while providing primary empirical support 
to develop a framework for data quality dimensions and 
improvement process. Focusing on four significant quality 
dimensions: accuracy, consistency, timeliness, complete-
ness can enhance process quality in information systems.  
A qualitative approach was applied to assess the reliability 
and validity of the scales by applying factor loading methods 
for the evaluation of the relationship between dimensions 
and improvement process. The objective of this study was to 
develop a reliable and valid instrument for the relationship 
between data quality dimensions and improvement process. 
The items for improvement process were identified, devel-
oped and validated through different statistical techniques 
on the data gathered from the survey. Content validity for 
improvement process, reliability and construct validity were 
applied to the all 5 constructs. The results of the Cronbach- 
alpha test showed all construct are reliable, as the value of 
KMO provided good evidence that the sample size was 
adequate and there were sufficient items for each factors. 
Moreover, the result of factor loading extraction demon-
strated that all constructs are unidimensional. Thus, the 
overall results show that this framework can be adopted and 
used effectively in information systems within organizations 
and industrials to evaluate relationships among data quality 
dimensions, with the goal of enhancing data quality.

As more dimensions exist, considering another dimen-
sion can be effective on the improvement process. Future 
work would concern on validating the proposed framework 

Table 5.  Result of Principal Axis Factoring for 
improvement process variable after second iteration

Component Factor1

Improvement Process 3 -
Improvement Process 4 0.572
Improvement Process 5 0.945
Improvement Process 6 0.938
Improvement Process 7 0.740
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via using empirical methods and advanced statistical 
techniques. This is specifically to extend the analysis by 
analyzing the population via confirmatory factor analysis 
or Structural Estimation Modeling (SEM). Therefore, the 
ultimate goal will be to improve the proposed framework 
and to enhance the process involved in data quality in the 
information systems.
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Appendix A
Appendix A: Questionnaire Items with factor loadings.

Response ranges were measured from 1 “Completely 
Disagree” to 9 “Completely Agree”. Items labels with “(R)” 
were reverse coded. All factors, with exception of the 
“Improvement Process”, are adapted from Lee et al. [21].

Accuracy
AQ1:  This information is correct. (0.939)
AQ2:  This information is incorrect. (R) (0.872)
AQ3:  This information is accurate. (0.914)
AQ4:  This information is reliable. (0.797)

Completeness
ComQ1: � This information includes all necessary values. 

(0.888)
ComQ2: � This information is incomplete. (R) (0.858)
ComQ3: � This information is complete. (0.844)
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ComQ4: � This information is sufficiently complete for our 
needs. (0.790)

ComQ5: � This information covers the need for our task. 
(0.822)

ComQ6: � This information has sufficient breadth and depth 
for our task. (0.875)

Consistency
ConQ1: � This information is consistently presented in the 

same format. (0.935)
ConQ2: � This information is not presented consistently. 

(0.731)
ConQ3: � This information is presented consistently. (R) (0.945)
ConQ4: � This information is represented in a consistent 

format. (0.940)

Timeliness
TQ1: � This information is sufficiently current for our work. 

(0.862)
TQ2: � This information is not sufficiently timely. (R) (0.693)
TQ3: � This information is not sufficiently current for our 

work. (R) (0.646)

TQ4: � This information is sufficiently timely. (0.838)
TQ5: � This information is sufficiently up-to-date for our 

work. (0.812)

Improvement Process
IF1: � The overall aims and targets of the information sys-

tem is improvement. (item was removed after second 
iteration)

IF2: � The process and people involved in the process should 
have opportunities for improvement. (item was 
removed after first iteration)

IF3. � Quality improvement in the process is obvious. 
(0.511)

IF4: � This information or data should be modified or 
redesigned for quality improvement. (0.695)

IF5: � This information improves our organization’s process. 
(0.913)

IF6: � This information will provide value to our organiza-
tion. (0.861)

IF7: � This information or data has resulted in overall quality 
improvement for consultations. (0.823)


