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Abstract
In this paper reliability measures of a single-unit system operating under two weather conditions – normal and abnormal 
are evaluated using regenerative point technique. For this purpose, a reliability model is developed in which partial fail-
ure unit, fails totally. A single server randomly appears at partial failure of the unit on condition to visit immediately on 
complete failure of the system. The inspection of the unit at its partial failure is to assess the possibility of on-line repair. 
If not possible, it is repaired in down state. The repair of the unit at its complete failure is done without inspection. Server 
remains with the system in abnormal weather. The failure time of the unit and time of change of weather conditions are 
distributed exponentially; while the distributions of inspection and repair times are taken as arbitrary. Graphs are drawn 
to depict the behavior of some reliability and economic measures.
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1.  Introduction

The life of a person has been made easier to a significant 
level by the rapidly growing technology. Everyone desires 
the latest technology in day-to-day life, wherein limited 
resources, restricts its usage. Therefore, preference is for 
more reliable and affordable single-unit systems. This 
encouraged many researchers including Dhillon and 
Natesan [1], Malik and Barak [2], Pawar et al. [3], Malik 
et al. [4], Malik and Pawar [5] for evaluating reliability 
of single-unit systems working under different weather 
conditions. Pawar and Malik [6] studied a single-unit 
system working under different weather conditions in 
which server visits the system immediately at its partial 
failure stage. But it is difficult for the server immediate 
attendance at any stage of failure. In such situations the 
server may precondition immediate attendance for the 
serious faults. Under this observation a reliability model 

is developed for a single-unit system operating under two 
weather conditions – normal and abnormal. 

The system fails completely via partial failure. A single 
server is allowed to appear randomly at partial failure stage 
(PFS) subject to the condition that visit is made immedi-
ately at its complete failure. The inspection of the partially 
failed unit is carried out to see the possibility of on-line 
repair. If on-line repair is not possible, it is repaired in down 
state. However, repair of the unit at its complete failure is 
done without previous inspection. The inspection as well 
as repair activities are not allowed in abnormal weather. 
Server remains with the system in abnormal weather, while 
partially failed unit remains operative.

The failure time of the unit and time to change of 
weather conditions are distributed exponentially; while the 
distributions of inspection and repair times are taken as 
arbitrary. The random variables are considered as indepen-
dent and uncorrelated. The control devices and repairs are 
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Failure Stage (PFS), Reliability Measures.
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faultless. The expressions for various reliability measures 
such as mean sojourn times, mean time to system failure 
(MTSF), availability, busy period of the server, expected 
number of visits by the server and the profit function are 
derived using regenerative point technique. The graphi-
cal behavior of MTSF and Profit function with respect to 
abnormal weather rate has also been observed giving par-
ticular values to the parameters and costs.

2.  Notation
	 :	 Unit is operative in normal mode

	 :	 Server is not available/ available
 	:	� Unit is partially failed and waiting for 

inspection/ under on-line inspection
:	� Unit is partially failed and under on-line 

repair/ under repair in down state
:	� Unit is partially failed and operative but 

waiting for repair/ waiting for repair in 
down state due to abnormal weather

	:	� Unit is completely failed and under repair 
in normal weather/ waiting for repair due 
to abnormal weather

	 :	� Constant rate of random appearance of 
the server

	 :	� Constant failure rate of the unit from 
normal to partial failure mode/ complete 
failure mode

:	� Repair rate of the unit from complete fail-
ure to the normal operative mode/ partial 
failure to the normal operative mode

	 :	� Constant rate of change of weather from 
normal to abnormal/ abnormal to nor-
mal

:	� Rate of change of partially failed unit 
under inspection to on-line repair/ repair 
in down state

:	� Probability density function (pdf) and 
cumulative distribution function (cdf) of 
first passage time from regenerative state i 
to a regenerative state j or to a failed state 
j without visiting any other regenerative 
state in 

	 :	� The unconditional mean time taken by 
the system to transit from any regen-
erative state  when it (time) is counted 
from epoch of entrance in to that state . 
Mathematically, it can be written as

	           
m = td[Q (t)] = q (0)ij

0
ij ij

∞

∫ − ∗¢

	 :	� Mean sojourn time in state  which is given 
by ,

		�  where, T denotes the time to system  
failure

	 :	� Probability that the system initially up 
in the regenerative state  is up at time t 
without passing through any other regen-
erative state

	 :	� Probability that the server is busy at an 
instant t, given that the system entered 
into the regenerative state  at 

	 :	� Symbol of Laplace Stieltjes Transform 
(LST)/ Laplace Transform (LT)

:	� Symbol of Stieltjes Convolution/ Laplace 
Convolution/ derivative of the function.

The regenerative transition states with transition rate for 
the system model are shown in Figure 1.

3.  Transition Probabilities and 
Mean Sojourn Times
Simple probabilistic considerations yield the following 
expressions for the non-zero elements

	 p t Q q t dt ij ij ij( ) = ∞( ) = ∫ ( ) 	 as 

The transition probabilities are
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It can be verified that
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The mean sojourn times μ
i
 in the state S

i
 are
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4.  Reliability and Mean Time to 
System Failure (MTSF)
Let  be the cdf of first passage time from regenera-
tive state i to a failed state. Regarding the failed state as 
absorbing state, we have the following recursive relations 
for :

∅ ( ) = ∑ ( )( )∅ ( ) + ∑ ( )i i j ij j i k ikt Q t s t Q t, , � (4.1)

j for i respectively k for i= = −( ) = = −1 2 3 4 5 0 7 0 6 2 4 3 0 5 8 1; ; , , ; , ; , ; ; ; , 33( );
j for i respectively k for i= = −( ) = = −1 2 3 4 5 0 7 0 6 2 4 3 0 5 8 1; ; , , ; , ; , ; ; ; , 33( ); k for i respectively and Q t for iik= = −( ) ( ) = = ( )9 5 7 0 0 4, .

k for i respectively and Q t for iik= = −( ) ( ) = = ( )9 5 7 0 0 4, .  

Taking LST of above relations (4.1) and solving for ∅∗∗(s), 
we have
	 R s s

s
∗

∗ ∗

( ) = − ∅ ( )1
� (4.2)

The reliability of the system model can be obtained by tak-
ing inverse LT of (4.2).
The mean time to system failure (MTSF) is given by 
lim
s

R s
→

( )
0

∗ . Thus,

	 MTSF T
N
D

( ) = 10

10
 � (4.3)

where,
N Z p Z p Z p Z10 0 1 10 2 25 5 11 3 37 7 12 4 46 6 13= +( ) + +( ) + +( ) + +( )µ µ µ µ µ µ µ µ

           N Z p Z p Z p Z10 0 1 10 2 25 5 11 3 37 7 12 4 46 6 13= +( ) + +( ) + +( ) + +( )µ µ µ µ µ µ µ µ  
D Z p Z p Z10 10 30 12 40 13= − −  and

Z p p p p p p Z p p p p p10 25 52 37 73 46 64 11 12 37 73 461 1 1 1 1= −( ) −( ) −( ) = −( ) −; 664( )
	Z p p p p p p Z p p p p p10 25 52 37 73 46 64 11 12 37 73 461 1 1 1 1= −( ) −( ) −( ) = −( ) −; 664( )  
Z p p p p Z p p p p12 12 23 46 64 13 12 24 37 731 1= −( ) = −( );

5.  Steady State Availability
Let Aj(t) be the probability that the system is in up-state at 
instant ‘t’ given that the system entered regenerative state i 
at t = 0. The recursive relations for Aj(t) are given as
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Figure 1.  Model
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A t = M t + q t     A ti i i, j ij j( ) ( ) ∑ ( ) ( ) � (5.1)
j for i= = −( )1 2 8 3 4 5 8 0 7 8 0 6 2 9 4 9 3 9 0 9 8 0 8; , ; , , , ; , , ; , ; , ; , ; , ; , ;

j for i= = −( )1 2 8 3 4 5 8 0 7 8 0 6 2 9 4 9 3 9 0 9 8 0 8; , ; , , , ; , , ; , ; , ; , ; , ; , ;  for  respectively and

M t for i while M t e M t e M ti
r t x r t( ) = = ( ) ( ) = ( ) = ( ) =− − +( )0 4 8 9 0 1 2
1 2, , , , ee H tr t− +( ) ( )β 2 ,
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2 1 2( ) = ( ) ( ) = = ( ) = ( )− +( ) − +( )β β,

Taking LT of relations (5.1) and solving for A s0
∗ ( ). The 

steady state availability can be determined as
	 A sA s
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6.  Busy Period Analysis
Let  be the probability that the server is busy in 
repairing the unit at an instant ‘t’ given that the system 
entered regenerative state i at t = 0. The recursive relations 
for  are given as

	 B t W t q t c B ti i i j ij j( ) = ( ) + ∑ ( )( ) ( ), � (6.1)

j for i= = −( )1 2 8 3 4 5 8 0 7 8 0 6 2 9 4 9 3 9 0 9 8 0 8; , ; , , , ; , , ; , ; , ; , ; , ; , ;
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Taking LT of relations (6.1) and solving for B s0
∗ ( ). The busy 

per iod of the server can be obtained as
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7.  Expected Number of Visits by 
the Server
Let N (t)j  be the expected number of visits by the server in 
(0, t]  given that the system entered the regenerative state i 
at t = 0. The recursive relations for N (t)j  are given as

	 N (t) = Q (t)     [C + N (t)]j i, j ij j∑ � (7.1)
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Taking LST of relations (7.1) and solving for N (s)0
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The expected number of visits per unit time is given by
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8.  Profit Analysis
Profit incurred to the system for the model in steady-state 
can be evaluated as

	 P = K A K B K N , where0 0 1 0 2 0− − �  (8.1)

K0 = Fixed Revenue per unit up time of the system, 
K1 = Fixed Cost per unit up time for which server is busy, 
K2 = Fixed Cost per unit visit by the server.
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The mean sojourn times μj for i = (0, 1, 5‒7, 9) in the state si 
are same as in (3.3) while
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also,
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where

N Z p Z p Z p Z10 0 1 10 2 25 5 11 3 37 7 12 4 46 6 13= + + + + + + +( ) ( ) ( ) ( )µ µ µ µ µ µ µ µ
        N Z p Z p Z p Z10 0 1 10 2 25 5 11 3 37 7 12 4 46 6 13= + + + + + + +( ) ( ) ( ) ( )µ µ µ µ µ µ µ µ
N p M M Z M p M Z M p M Z p M Z11 80 0 1 10 2 25 5 11 3 37 7 12 46 6 13= + + + + + −[( ) ( ) ( ) ]
        N p M M Z M p M Z M p M Z p M Z11 80 0 1 10 2 25 5 11 3 37 7 12 46 6 13= + + + + + −[( ) ( ) ( ) ]
N W Z p W Z p W p W Z p W p W Z12 8 10 80 2 11 80 3 30 8 12 80 4 40 8 13= + + − + −( ) ( )
           N W Z p W Z p W p W Z p W p W Z12 8 10 80 2 11 80 3 30 8 12 80 4 40 8 13= + + − + −( ) ( )
N p Z13 80 10=
D Z p Z p Z10 10 30 12 40 13= − −

D p p p Z p p p p p11 80 0 1 8 18 89 9 10 80 2 25 5 25 59 28= + + + + + + +[ ( ) ] [ ( ) (µ µ µ µ µ µ pp Z p p p p p p Z p89 9 11 80 3 37 7 30 8 37 79 38 9 12 80) ] [ ( ) ( ) ] [ (µ µ µ µ µ µ+ + − + + + 44 46 6 40 8 46 69 9 13+ − +p p p p Zµ µ µ) ]
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Z = (1 P P )(1 P P )(1 P P );
Z = P (1 P P )(1 P

10 25 52 37 73 46 64

11 12 37 73 46

− − −
− − PP );

Z = P P (1 P P );
Z = P P (1 P P )

64

12 12 23 46 64

13 12 24 37 73

−
−

10.  Conclusion
From Figure 2 it is clear that mean time to system failure 
(MTSF) decreases as abnormal weather rate (β) increases; 
while it increases with the increase of normal weather rate 
(β1) and repair rate (α1) of the partially failed unit with 
fixed values of  other parameters. Figure 3 shows that the 
profit decreases with the increase of abnormal weather 
rate and down time of the system while it increases with 
increase of normal weather rate as well as repair rate for 
K = 5000, K = 500and k = 150.0 1 2  On the basis of the out-
comes for particular case, it is concluded that a system 

which works under different weather conditions may  
be cost-effective at conditional arrival of the server, if

(I)	  �The server attends the system immediately at its  
complete failure and starts repair without delay.

(II) �The server remains with the system in abnormal 
weather, while the partially failed unit remains  
operative.
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