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Abstract
Accurate Suspended Sediment Load (SSL) estimation is very important for water resources quantity and quality studies. 
In this regard, Sediment Rating Curve (SRC) is a common regression model in predicting SSL of discharge. Studies in this 
field have shown that the data log-transformation in SRC model causing a bias which underestimates SSL prediction. In this 
study, using data from the daily flow discharge and suspended sediment discharge of Karaj Dam watershed at Siera sta-
tion, a 30–year period (1981 to 2011), SRC equation derived, and then, using meta-heuristic algorithms (genetic algorithm 
and particle swarm optimization algorithm) it was calibrated again. Before modeling to increase the generalization power 
of the models, using fuzzy clustering method, the data were clustered and then by doing data sampling, they were clas-
sified into two homogeneous groups (calibration and test data set). The results show that meta-heuristic algorithms are 
appropriate methods for optimizing coefficients of SRC model and their results are much more favorable than those of the 
conventional SRC models or SRC models corrected by correction factors. In this relation, the sediment rating curve models 
calibrated with meta-heuristic algorithms, by reducing the RMSE of the test data set of 3718.87 ton/day (in the initial SRC 
model) to 2615/119 ton/day (in the calibrated models by meta-heuristic algorithms) increased the accuracy of suspended 
sediment load estimation at a rate of 1103.68 ton/day. However, the SRC model corrected by FAO factor decreased the effi-
ciency of initial SRC model by increasing the RMSE of the test data set to 4128/73 ton/day. Using meta-heuristic algorithms 
in calibrating SRC models also prevents data log-transformation and use of correction factors and increases the accuracy 
of results.

Keywords: Fuzzy-C-Means Clustering, Genetic and PSO Algorithms, Karaj Dam, Sediment Rating Curve, Suspended 
Sediment Load

1. Introduction
It is necessary to have adequate up-to-date  information 
about the Suspended Sediment Load (SSL) of rivers 
and monitor them continually in order to be aware of 
the watershed sediment yield condition, the amount of 
 erosion and changes in the river bed and river bank, the 
quality of water, and optimum design and favorable per-
formance of water resource structures1–5. Regarding the 

existing limitations (cost of sampling, time, etc.), the SSL 
is often estimated indirectly using Sediment Rating Curve 
(SRC) model. The standard model of SRC is obtained 
through the following exponential regression equation6:

 SSL aQt t
b

( ) ( )=  (1)

where, Q(t) is the mean flow discharge (m3/s), SSL(t) is 
the suspended sediment discharge (ton/day), and a and 
b are the constant coefficients of the regression equation.  
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In Equation 1, SSC (mg/l) can be used instead of SSL  
(ton/day). 

To use the SRC regression model, the coefficients 
(a and b) should be calculated optimally. This is firstly 
done through taking logarithm of variables of flow dis-
charge and sediment discharge and formulating a linear 
regression equation between them, and then, the linear 
regression coefficients are calculated using least square 
method. Once the coefficients and sediment discharge are 
calculated, the obtained values for the sediment discharge 
should be back-transformed (an anti-log is taken of them) 
in order to be used. Studies have shown that the distri-
bution of remaining values (the difference between the 
observed and computed values   of sediment discharge) in 
this way is not normal, and the mean distribution is greater 
than zero7. In other words, when calculating a and b coeffi-
cients, a kind of bias appears in SRC regression model and 
makes the estimated values of SSL lower than its corre-
sponding observed values8. This problem is more obvious 
in flood discharges and causes more errors. To correct the 
bias resulting from the logarithmic transformation, differ-
ent correction factors have been introduced so far (FAO, 
QMLE (Quasi-Maximum Likelihood Estimator), MVUE 
(Minimum Variance Unbiased Estimator) etc.), and all of 
them aim at increasing the values calculated through SRC 
model. However, these factors sometimes cause another 
bias in the form of an overestimation besides making the 
results with the same data different7.

In recent years, meta-heuristic algorithms (or evolu-
tionary algorithms) [such as Genetic Algorithms (GAs) 
and Particle Swarm Optimization (PSO)] have been com-
monly used in solving problems related to water resource 
engineering. Cheng et al.9 could calibrate parameters of 
rainfall-runoff model of Xinanjiang watershed automati-
cally with multiple objectives (including time to peak, peak 
rate, and total volume of flood) using GA and fuzzy algo-
rithm. In another study, Hejazi et al.10 calibrated parameters 
of a distributed rainfall-runoff model using multi-objective 
GA. Tayfur11 optimized parameters of some empirical equa-
tions and could estimate longitudinal dispersion coefficient 
of a river. Kisi et al.12 used the Genetic Programming (GP) 
model in order to estimate the amount of daily suspended 
sediment in two stations in Cumberland River in America. 
Kuok et al.13 applied PSO algorithm to optimize parameters 
of neural network model of daily rainfall-runoff in Sungai 
Bedup watershed in Malaysia. They showed that the neural 
network  training through the above method was successful. 
Guo and Wang14 used Radial Basis Function (RBF) neural 

network whose parameters were optimized based on PSO 
algorithm to estimate SSL of Yangtze river. Muhammadi  
et al.15 used neural network, Adaptive Neuro-Fuzzy 
Inference System (ANFIS) and sediment rating curve mod-
els to estimate suspended sediment concentration of Karaj 
river at Siera hydrometric station of Karaj dam watershed 
in Iran. Water temperature, flow discharge, suspended 
sediment concentration and water depth were the model 
inputs. The comparative analysis of the results showed that 
the ANFIS model has superiority over the other models for 
estimating daily suspended sediment concentration. Few 
studies that are mentioned below have been performed on 
the use of evolutionary algorithms in optimization of SRC 
coefficients so far. Altunkaynak16 could optimize SRC coef-
ficients of Mississippi river located in St. Louis, MO using 
GA. Results of the study showed the priority of SRC model 
optimized by GA over its conventional model. Other simi-
lar studies conducted by Rezapour et al.17 and Ebrahimi  
et al.18 indicated the priority of meta-heuristic methods 
over SRC regression model.

Clustering and sampling them play an important role 
in building similar homogenous data sets (such as calibra-
tion, cross-validation, and test data set) for data-driven 
models (such as regression, neural network, and neuro-
fuzzy models). The failure to use similar homogenous data 
in the mentioned three sections has much direct effect on 
the precision and final efficiency of designed models and 
reduces its generalization19. Fuzzy C- Means Clustering 
(FCM) was used in the present study to build two similar 
homogenous data sets for calibration and test of the mod-
els regarding drastic changes in sediment discharge data 
during the statistical period.

Regarding the foregoing, the objectives and innova-
tions of this study are summarized as follows:

A. Estimation of daily SSL of Karaj river using the tra-
ditional SRC model and the SRC model modified by 
FAO correction factor.

B. Optimization of SRC model’s coefficients using meta-
heuristic algorithms (GA and PSO algorithm) and 
re-estimation of SSL.

C. Comparison of traditional SRC models (part A) with 
optimized models (part B) in terms of SSL estimation 
as accurate as possible.

It should be mentioned that PSO meta-heuristic algo-
rithm was first used in this study for optimization of SRC 
coefficients.
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2. Materials and Methods
In this study, MATLAB 7.11 software was used to imple-
ment GA and PSO algorithms, cluster the data, and 
calculate cluster validity index. The data were statistically 
analyzed using SPSS19 and MATLAB software pro-
grams.

2.1 The Study Area and Used Data
The present study was performed in Karaj river water-
shed, Siera Hydrometric Station. The watershed located at 
east longitude of 51°–51°35’ and north latitude of 35°53’–
36°11’ in 30–60 km away from north and northwest of 
Tehran, Iran (Figure 1). 

The watershed has the area of 84213 hectares and mean 
elevation of 2827 m above sea level. The region involved 
soils with various thicknesses ranging from young unde-
veloped entisols to medium-developed inceptisols with 
different parent material20. The statistics used in this study 
included 611 information records of hydrometric data of 
instantaneous flow discharge and sediment discharge in 
Siera Hydrometric Station during 30 years (1981–2011). 
Table 1 shows statistical characteristics of the data 
used in this period. According to the statistical data in  
Table 1, the sediment discharge has a high skewness 

and coefficient of variation, as the variation between its 
 maximum and minimum is very high. This result along 
with other calculated statistics revealed the complexity of 
SSL modeling of the river. 

2.2  Preparation of Homogenous Data for 
Calibrating and Evaluating the Models

To build the SRC models as accurate as possible, the cali-
bration data of the models should represent the data of the 
entire statistical period. Moreover, to evaluate the models 
and its results, the test data should be similar to those of 
calibration (in terms of statistical parameters) and have 
the same distribution. To do so, FCM clustering method 
was used to cluster the data, and proportional allocation 
method was used to sample the clusters to prepare two 
homogenous and similar sets of data (calibration and test 
data sets). 

The number of optimal clusters was determined using 
Davies-Bouldin index. To analyze the results of  clustering, 
besides comparing the statistical parameters (mean, 
 standard deviation, skewness, etc.) together, the  similarity 
of data distribution (in calibration and evaluation) was 
examined using Two-Sample Kolmogorov-Smirnov Test 
(KS). All these stages are briefly described below:

Figure 1. The location of Karaj watershed and Siera Hydrometric Station.
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2.2.1 Data clustering using FCM
Data clustering is a common method in analysis of 
 statistical data in which similar data are classified into dif-
ferent clusters in a way that the samples in each cluster 
are similar to one another but different from samples of 
other clusters. Clustering algorithms can be divided into 
two groups: hard clustering algorithms and soft clustering 
algorithms21. In hard clustering algorithms, each sample 
belongs only to one cluster, while, in soft clustering algo-
rithms (like fuzzy clustering), each sample with a specific 
degree of membership may belong to different clusters. 
In fuzzy clustering algorithms, each sample’s degree of 
membership is obtained based on the distance between 
the sample and center of the cluster in which the sample is 
placed. The nearer the sample to the center of the cluster, 
the higher the degree of sample membership. Therefore, 
in this clustering method, the objective is to minimize the 
objective function (Equation 2), in other words,  maximize 
samples’ degree of membership21.
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where, m: any real number greater than 1; Uij: member-
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 criterion (such as Euclidean distance) indicating a simi-
larity between a measured data and the cluster’s center. 
The fuzzy clustering is performed through frequent 
optimization of the above function. This process is done 
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The process is repeated when:

 maxij u uij
k+1

ij
k-{ } < e  (5)

where, ε: the termination criterion; and k: the kth step of 
the repetition process. 

2.2.2  Cluster Validity Index (Determining the 
Optimal Number of Clusters)

The indexes evaluating the quality of clustering, regard-
less of the algorithm used in them, examine the clusters 
in terms of two parameters: 1- Intra-cluster Similarity 
(Cluster Compactness) and 2- Inter-cluster Dissimilarity 
(Cluster Separation). A suitable clustering method (in 
which number of clusters is optimum) is that in which the 
value of the two parameters is high22. Most of indexes eval-
uating the quality of clustering use the distance criterion 
to calculate intra-cluster compactness and intra-cluster 
separation19. There are various methods to determine 
the optimal number of clusters (Dunn index, silhouette 
index, Davies-Bouldin index, validation index, etc.) of 
which Davies-Bouldin index was used in this study due 
to its efficiency and easy implementation in MATLAB 
software. The index is briefly described below:

Davies-Bouldin index: It calculates mean similar-
ity between two clusters that are mostly similar21. Lower 
calculated value of the index increases the quality of clus-
tering. The index uses the inter-cluster similarity that is 
defined based on the dispersion of a cluster and inter-
cluster dissimilarity. Equation 6:

 R
s s

dij
i j

ij
=

+
 (6)

Where, Rij: similarity between i and j clusters; Si and Sj: 
dispersion of i and j clusters; and dij: distance between the 
centers of the two clusters. In Equation 6, dispersion of  

Table 1. Statistical characteristics of the data used during the study

Data Set Data Type X Sx Cv Csx Xmax Xmin

Whole data Flow, Qw (m3/s) 17.14 16.91 0.99 2.27 136.17 2.63
SSL, Qs (ton/day) 1517.54 5433.4 3.58 7.08 62958.91 0.74
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a cluster and the distance between two clusters are calcu-
lated respectively through equations 7 and 8:

 d d v vij i j= +( )  (7)

where, dij: distance between i and j clusters; and Vi and Vj: 
centers of i and j clusters.

 s =
c

x c d x,vi
i

i i
1 Â Œ ( ) (8)

where, ci  is number of data in the ith cluster. Finally, 
Davies-Bouldin index is calculated through Equation 9:

 DB = 1
nc

Ri
i

nc

=
Â

1
 (9)

where, DB: Davies-Bouldin index; nc: number of clusters; 
and Ri: the highest inter-cluster similarity that is calcu-
lated using Equation 10:

 Ri = == πMax R i nij j n i j cc
( ) , ,,1 1… …  (10)

2.2.3 Cluster Sampling Method
To prepare two sets that were as homogenous and similar 
as possible (calibration and test data sets), the proportional 
allocation method was used for sampling the clusters. In 
this method, the number of samples varies with the size 
of cluster, as the size of a cluster increases, the number of 
samples increases too, and vice versa19. Equation 11:

 
nh = n Nh

Nj
i=1

H

Â  (11)

where, nh: number of samples drawn from h cluster; n: 
number of required data; Nh: number of data in h cluster; 
and Nj: number of data in other clusters. 

In the present study, 80% of the data were used for 
making the calibration set, and the remaining 20% of the 
data were used for making the test sets.

2.2.4  Statistical Analysis of the Data Obtained 
from Clustering

Besides comparison of statistical data (mean, standard 
deviation, skewness, etc.), the nonparametric two-sample 
KS test (due to the abnormal distribution of data) was 
used to examine and compare homogeneity and similar-
ity of the data in calibration and test data sets. The KS 
test was performed at error level of 1% (α = 1%) using 
Equation 12 and MATLAB software23:

 DC = -Max
F n

n
F n

n
i i( ) ( )1

1

2

2
 (12)

where, F(ni1) and F(ni2): the cumulative frequency of the 
variable x in the two sets; and Dc: the test statistic, absolute 
maximum of the difference between relative cumulative 
frequency of the two data sets.

2.3  Preparation of Sediment rating curve 
models (SRC and SRC-FAO models)

The Sediment Rating Curve model (SRC model) was pre-
pared on the basis of Equation 1 and least square method 
using homogenized data of the calibration data set. 
Moreover, FAO correction factor was used to modify the 
SRC model (SRC-FAO model). The FAO correction factor 
introduced by Jones et al.24 for obviating bias (underesti-
mation) and increasing values calculated in SRC model 
using Equation 13:

 CF = Qs

Qw
b

( )
 (13)

where, CF: FAO correction factor; Qs  : mean  sediment 
discharge of observational samples (mg/l or ton/day); Qw  :  
mean flow discharge of observational samples (m3/s); and 
b: the parameter used in SRC model (Equation 1). After 
calculating FAO Correction Factor (CF), the CF substi-
tutes the parameter a in Equation 1.

2.4  Using Genetic Algorithm in 
Optimization of Coefficients of  
SRC Model (SRC-GA model)

The GA is a nonlinear search and optimization method 
inspired by biological processes of natural selection and 
survival of the fittest species. This searching method has 
relative few assumptions and do not rely on any mathematic 
properties of function (continuity and differentiability)5. 
In this method, a population of potential responses is 
obtained through selecting a random set out of initial 
solutions, which are actually a set of initial responses of 
the problem (initial population). After that, individuals 
of the population compete with each other to survive and 
make better responses based on the objective function 
(Equation 14); consequently, the quality and quantity of 
the appropriate responses increase in next generations 
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using three genetic operators, including selection, repro-
duction, and mutation; and this process continues up to 
the convergence of the algorithm and finding the optimal 
final response (here a and b coefficients in SRC regression 
model).

 OF = 1
n

( )g ( )SSL SSLO e
i

n

-
=
Â 2

1
 (14)

where, γ  : vector of SRC coefficients (values of a 
 chromosome’s genes); SSLo and SSLe: values of observa-
tional and calculated suspended sediment discharge (ton/
day); and n: number of calibration data.

When using GA, roulette wheel selection method 
(weighting method based on the cost of the chromo-
some) was used to select parents for reproduction; the 
blending method was used to reproduce; and uniform 
random number generation method was used for genetic 
mutations. It should be noted that GA was used with 
calibration data, and SRC model coefficients after optimi-
zation were used in SSL estimation of the test data set. In 
total, to use continuous genetic algorithm in this study, an 
initial population of 50, reproduction of 75%, mutation of 
15%, and maximum number of reproduction of 500 were 
determined. 

2.5  Using Particle Swarm Optimization 
Algorithm in Optimizing Coefficients 
of SRC Model (SRC-PSO Model)

PSO is a social searching algorithm inspired by the 
social behavior of swarms of birds and fish when look-
ing for food25. In this algorithm, each solution (a and b 
coefficients in this study) called a particle is assumed as 
a bird in migrating swarm pattern and its adequacy is 
determined by an objective function (like Equation 14). 
In PSO algorithm, particles cooperate with one another 
to reach a common goal, and thus, this method is more 
effective than that in which particles act separately26. In 
this method, the collective behavior does not only depend 
on individuals’ behavior in the society but also associates 
with the manner of interaction among individuals in a 
group in a way that particles scatter in the searching space 
and then gradually move toward successful areas (opti-
mum solutions) to achieve the best solutions under the 
influence of their own knowledge and their neighbors’ 
knowledge. In PSO algorithm, firstly, some particles with 
random location and speed are created; then, these parti-
cles modify their movement toward the goal based on the 

best previous location of themselves and their neighbors 
in each repetition. After consequent repetitions, the prob-
lem converges to the optimum solution. The speed (V) 
and location (X) of each particle are modified through 
equations 15 and 16, respectively26:
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 xi ( ) ( ) ( )t x t V ti i+ = + +1 1  (16)

In the above equations, gbest shows the best location 
obtained by the population of particle; pbest is the best 
location of the particle itself experienced up to now; t is the 
number of repetitions; rand1 and rand2 are random num-
bers in the interval [0 and 1]; and C1 and C2 coefficients are 
respectively cognitive parameter (personal experience) 
and social parameter (collective experience) that deter-
mine the slope of moving when searching for a location. 
The value of these two coefficients is determined in the 
interval [0 and 2], mostly 2 or 1.49 for both coefficients. 
In the above equations, ω is the inertia coefficient that 
decreases linearly and is defined in the interval [0 and 1]26.  
To use PSO algorithm in this study, the number of initial 
particles, C1 and C2 coefficients, inertia coefficient, and 
the number of reproductions up to the final convergence 
were respectively 50, 2, 0.9, and 500.

2.6 Evaluating the Efficiency of Models
To evaluate the results obtained from different mod-
els of SRC (the conventional SRC model, SRC-FAO, 
SRC-GA and SRC-PSO) and compare their results with 
those of observational sediment data (data of the test 
set), graphic drawings and error measurements were 
performed. Moreover, for each model, the scatter plot 
of the observational data was drawn using calculated 
data of the model, and the regression linear equa-
tion and correlation coefficient (R2) of the best fitness 
line (Equation 17) were determined. To analyze the 
 measurement error of models, Root Mean Square Error 
(RMSE) and Mean Absolute Error (MAE) were used 
through equations 18 and 19:
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In the above equations, So and SM are respectively 
the observational suspended sediment discharge and 
estimated SSL discharge, and n is the number of data 
introduced to the model.

3. Results

3.1 Results of Data Clustering
Optimal number of clusters for the studied data was 
determined as 32 clusters using fuzzy clustering and 
Davies-Bouldin index (Figure 2).

Results of statistical parameters and nonparamet-
ric two-sample KS tests in calibration and test data sets 
obtained from data clustering through the proportional 
allocation method are respectively shown in Table 2 and 3. 

The results obtained from KS test (Table 3) at error 
level of 1% (confidence interval of 99%) showed that 
the distribution of corresponding data in both data sets 
(calibration and test data sets) was identical (proof of H0 
hypothesis of the KS test). These results are provided in 
Figure 3 graphically.

Based on the above results, it could be concluded that 
the data used in calibration of models were selected in a 
way that represented the data of the entire statistical period, 
and this increased the generalizability of the models.

3.2 Results of Modeling
Table 4 shows results of calibration and evaluation of 
SRC’s various models using data of calibration and test 

sets. In this table, hybrid models of SRC (SRC-GA and 
SRC-PSO models) present results more favorable than 
those of the SRC model and modified with FAO factor 
(SRC-FAO). Among hybrid models, SRC-PSO model was 
the best model and showed more favorable results than 
the SRC and SRC-FAO models. As mentioned earlier, the 
use of FAO factor in SRC model did not only correct the 
bias (underestimation) of the model but also increased 
the error of the model through overestimation.

Figure 4 shows fitness of various models of SRC to 
observational data (flow discharge (QW) and daily sedi-
ment discharge (QS) in calibration data set). As well 
shown in the figure, GA and PSO hybrid models showed 
better fitness than other models. Furthermore, their dif-
ference was very partial, as their curves almost overlay 
each other.

In Figure 5 and 6, scatter plot and results obtained 
from simulation of observational suspended sediment 
discharge of the test data set by different models have 
been shown. 

In Figure 6, the data estimated by the SRC-FAO model 
were highly more than the real values. Moreover, the 

Figure 2. Determining optimal number of clusters using 
FCM clustering and Davies-Bouldin index.

Table 2.  Statistical parameters of the variables used  
in calibration and test data sets.

Statistical Parameters
Model Variables  
& Data Set X Sx Csx Xmax Xmin Cv

Flow Discharge  
(Qw) (m3/s)

Calibration Set 17.12 16.91 2.33 136.17 2.63 98.8

Test Set 17.24 17 2 94.42 2.84 98.6

Sediment 
Discharge (SSL) 
(Qs) (ton/day)

Calibration Set 1544.59 5614.79 7.11 62958.91* 1 363.51

Test Set 1410.43 4665.42 6.27 40832.95 0.74 330.78

*When sampling the clusters, the data limit values were put in the calibration set

Table 3. Results of KS test of the data used in  
calibration and test sets

Model Variables Data Sets P-value Dc Dt

Flow Discharge (Qw) 
(m3/s)

Calibration 
& Test 0.99 0.041 0.164**

Sediment Discharge 
(SSL) (Qs) (ton/day)

Calibration 
& Test 0.7 0.069 0.164**

**Significant at the error level (α = 1%)
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results of SRC model were much lower than the observa-
tional values.

Figure 7 shows variations in the value of cost function 
(RMSE) in GA and PSO over different generations (500 
generations) up to reaching convergence and determin-
ing optimum value of SRC model coefficients.

4. Discussion and Conclusion
The SRC regression model is a common method for 
estimation of rivers’ SSL. To optimize coefficients of the 
model, data log-transformation and least square error 
method are used in a linear regression model. The data 

 transformation results in a bias in calculation of coeffi-
cients and underestimation of SSL (sediment discharge or 
sediment concentration). The problem is more obvious in 
high flood discharges, and the model error increases with 
an increase in the flow discharge. So far, different correction 
factors have been introduced to correct the bias. However, 
these factors sometimes cause another error in the form 
of an overestimation along with different results. In this 
study, besides the conventional methods (least square 
error method and the model modified with FAO factor), 
the SRC model coefficients were optimized through meta-
heuristic methods (GA and PSO) and showed results 
much more favorable than those of the  conventional 

Table 4. Results of evaluating various models of SRC using the data of calibration and test data set

Performance Measures and Data Sets

Model Name Equation

RMSE
(ton/day)

MAE
(ton/day)

R2

C
al

ib
ra

tio
n

Te
st

C
al

ib
ra

tio
n

Te
st

C
al

ib
ra

tio
n

Te
st

SRC Qs=1.1352Qw
1.9883 4555.03 3718.87 1176.51 1077.52 0.61 0.66

SRC-FAO Qs=5.4511Qw
1.9883 7811.98 4128.73 2998.94 1900.94 0.61 0.66

SRC-GA Qs=1.3216Qw
2.1898 3460.5 2619.53 1115.67 1065.95 0.62 0.68

SRC-PSO Qs=1.2601Qw
2.2004 3419.42 2615.19 1109.41 1060.15 0.62 0.68

Figure 3. Comparing the distribution of flow discharge (Qw) and suspended sediment discharge (Qs) (respectively a and b) in 
the calibration and test data sets using two-sample KS test.
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methods. Results of this study (on optimization of the 
SRC model coefficients using GA) conformed to those 
of the studies conducted by Altunkaynak16, Rezapour et 
al.17, and Ebrahimi et al.18. Furthermore, optimization 
of the SRC model coefficients using PSO algorithm was 
first introduced by the present study and can be used as 
an appropriate method for optimizing coefficients of SRC 
model. PSO method also prevents data logarithm trans-
formation and use of correction factors and increases the 
accuracy of results. Moreover, to increase generalizability 

Figure 6. Diagram of the minimum cost as a function of 
generations up to reaching convergence in GA and PSO 
algorithm.

Figure 4. Fitness of various models of SRC to observational 
data (calibration data).

Figure 5. Results of simulation of suspended sediment 
discharge by different SRC models.

of data-driven models, the samples used in calibration of 
models should represent the data of the entire statistical 
period. To properly evaluate the model and its results, the 
test data should be similar to those of calibration. This is 
an important problem and of fundamental challenges in 
modeling, as the failure to use similar homogenous data in 
calibration and test sets may largely affect results of model-
ing. In this regard, FCM clustering can be used to provide 
similar homogenous data for calibration and evaluation of 
data-driven models.
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