
Abstract 
Mining all the useful reviews from the social networks is the attracting research topic in recent years. It is necessary 
to analyze the reviews to know about the product or about the topic. Existing works only focus on data extraction and 
classifying the reviews into positive or negative and spam or not spam. The review relevance, which is very important to 
rank reviews, has not been considered in the existing work. In this paper, we put forward a method to calculate review 
relevance. We calculate the review relevance value not only by considering the similarity and correlation, but also the votes 
for each review. It is proved that our method works well in terms of effectiveness and accuracy. Thus, this work helps in 
effectively retrieving the useful reviews from social networks. 
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1.  Introduction

Growth in the web technology has resulted in the drastic 
increase of user generated content in the form of reviews 
or comments. Users can liberally post their opinions about 
the article in any website. They can support or criticize 
about any article. All these reviews or comments posted 
by the people are considered to be very important. These 
reviews are very helpful to analyze about the product or 
the article. For a product these reviews are helpful for the 
customers and the merchants. Customers can make pur-
chase decisions and the merchants can make use of the 
reviews to improve their products. 

Opinion mining is the process of analyzing and short-
ening the user generated content which is helpful to the 
public. Many researchers have been focused on classi-
fying the content into positive and negative reviews or 
based on spam or non spam. The extent of relevance of 
the review with the article was not considered in the past 
research. The user generated content can contain some 
non relevant or less relevant content. Users can post their 
own review, which may be related or not related to the

article. They can also post some website links or can reply 
to anyone else review. All this content can have different 
importance with the article. Content which is totally not 
relevant to the article are considered as noisy reviews. 
Thus it is necessary to sort all the reviews according to the 
relevance. The reviews with higher relevance are consid-
ered to be more important than the less relevant ones. The 
existing work deals with the review pertinence. Review 
pertinence is calculated by considering the similarity and 
correlation. 

Natural Language Processing (NLP) is a subfield of 
manmade brainpower furthermore, computational ety-
mology. It concentrates on the issues of robotized era and 
comprehension of regular human dialects. 

Reviews may be very big and are very difficult to 
understand the meaning of the sentence. Different peo-
ple use different words to express the same meaning. 
Similarity measures like Overlap Coefficient and Jaccard 
Coefficient is used commonly in the existing systems to 
measure the relevance between the review and its corre-
sponding article. People who want to purchase a product 
or who are interested to know about an article mainly
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read the top 20 to 25 reviews. These reviews are very 
important to the people to make decisions, so they must 
be very accurate and fully relevant to the article. Our work 
mainly focuses on ordering the most relevant reviews 
on the top thus by leaving the less relevant reviews at 
the bottom. Totally unrelated reviews are considered as 
unwanted or spam reviews and are discarded. 

This paper deals with the process of measuring rele-
vance by considering the similarity, correlation and votes. 
The data set for the process is obtained from the website 
dynamically using the web crawler. 

2.  Related Work
Since the user generated content is very important to 
make decisions, many researchers in mining the opin-
ions mainly focus on identifying the polarities of user 
data. The reviews are classified into positive and negative 
reviews. This classifier draws on data recovery procedures 
for highlight extraction and scoring, and the outcomes 
for different measurements and heuristics fluctuate rely-
ing upon the testing circumstance. The best routines act 
and additionally or better than conventional machine 
learning. At the point when working on individual sen-
tences gathered from web seeks, execution is constrained 
because of commotion and vagueness1–3. 

Most of the work in opinion mining is domain depen-
dent and focus only on one or two particular domains. 
Work has been done to automatically obtain the summa-
rization of the reviews. Lu et al. analyzed the process of 
summarizing the reviews into ratings4. Hu and Liu imple-
mented the technique of semantic analysis to summarize 
all the user reviews for the product5. Opinion mining 
methods were also used to mine the user comments 
about the election prediction system6. Wei et al. proposed 
a method to label all the attributes of a product by using a 
sentiment ontology tree7. 

In8, the preference method was proposed to mine user 
preferences and map the preferences into numerical rat-
ing scale. In9, the features from the reviews are extracted 
and automatically find the people who have commented 
based on the same features. 

In10, the different types of opinions are surveyed and 
the idea for retrieving the reviews from online using 
crawler is obtained. The11 deals with term weighting, 
where the methods are proposed to weight the terms in 
the reviews. Term weighting is calculated based on the

importance of the term in the review. The review perti-
nence is calculated by considering the similarity and the 
correlation12. It is clear that considering correlation does 
not perform well in terms of computational efficiency.

The unrelated data which are not useful for the user are 
removed and are considered as spam. Spammers include 
the spam data which takes the user to some other unre-
lated websites. Some include the spam data to promote or 
to degrade the product. The13 explains the trustworthiness 
of the online reviews. Existing researches mainly focus on 
simply classifying the reviews into spam and non-spam. 
Work has been proposed to simply rank the comments 
which are non-spam. This method does not consider the 
degree of relevance of the review with the article. 

In the proposed work, we rank reviews based on their 
relevance with the accordance with the article. The exist-
ing system deals with the similarity and the correlation for 
finding the review relevance. The above work has not con-
sidered the votes of the review which are also very helpful 
in ranking the reviews. As in14, not all the reviewers vote 
for the comments provided by the user. This occurrence is 
called as the “words of few mouths”. These votes also pro-
vide additional information about the importance of the 
review. Sapna Zol et al. explain the applications, process 
and challenges17 in sentiment analysis. In18, quantified 
summary is obtained based on preference in four dimen-
sions such as class, polarity, frequency wise and review 
contrast summarization. 

We propose a method to rank the reviews based on 
relevance by considering similarity, correlation and votes. 
We integrate the results of similarity, correlation and votes 
to sort the reviews based on the relevance.

3.  Problem Outline
We consider an article A, which contains many review 
named as r1, r2, r3, ….rn. Each review may have up votes 
or down votes. We used the following methods to sort the 
reviews based on the relevance. The following is the sum-
mary of the methodology which is implemented. Initially 
data from the website is crawled dynamically and are 
stored in the database. 
•  Since the crawled content consists of unrelated data, it 
is necessary to preprocess the content. 
•  The similarity between the each review and the article 
is calculated.
•  The correlation between reviews is calculated.
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Review Vote
Users can vote for the reviews to express their opinion. 
The reviewer can support for the review by choosing 
thumps up symbol or can oppose for a review by choos-
ing thumps down symbol.

4.  Proposed System

This section is arranged in the following manner. Initially, 
the data set is preprocessed and then the similarity rank 
in calculated. Thirdly, correlation rank is calculated which 
is followed by vote rank calculation. Finally, the review 
relevance value is calculated. The flow diagram of our 
proposed work is as follows (Figure 1).

•  Number of votes for each review is obtained.
•  All the values are integrated and finally sorted to find the 
review relevance with the article. In the following section, 
we first analyze the types and arrangement of reviews.

3.1  Types of Reviews

Reviews are classified into different types12 accordingly

Common Review

This type of review contains the general opinion about 
the product. The opinion may be a positive comment or a 
negative comment.

Irrelevant Review

These reviews are not relevant or less relevant to the article 
or to the product. These reviews contain some random 
text which is unrelated to the article.

Comment Review

These reviews comment on other reviews. These reviews 
may be supporting or opposing the other reviews.

Link Review

In some articles reviewers post some other website links 
so that other reviewers use that link. Mostly all these link 
reviews are not useful to the reviewers. 

3.2  Review Structure

Each website has its own review structure. Each part in 
the review has its own role12 which is described as follows

Reviewer Details

Reviewer details contain the name of the reviewer or the 
IP address of the reviewer. This reviewer details helps to 
know about the valid reviewer.

Review Content

This part contains the valuable information about the 
product or the article. The reviewer uses natural language 
to express their opinion. 

Figure 1.  Flow diagram for calculating review relevance.
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4.1  Preprocessing
The data is dynamically crawled from the website using 
the crawler. The HTML parser is used to analyze the 
dataset. The crawled data needs to be preprocessed for 
effective results. The first step in preprocessing is tokeni-
zation, where all the words in the dataset are divided 
into tokens. The second step is Parts of Speech tagging 
(POS) and finally stemming is performed. The prepro-
cessed dataset is used for further relevance calculation.

4.2  Similarity Calculation
Similarity can be measured as the degree of relevance 
between the review and its corresponding article type. 
Similarity can also be measured by considering the word 
overlap which is also a very important factor for review 
pertinence. Similarity here is measured by considering the 
relevance between the review and its article. The Vector 
Space Model (VSM)15 is the best way to compute the simi-
larity between the review and the article is used here. The 
cosine formula for finding the similarity is as follows: 

SimRank (r,A) = 
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Where C(wi, r) is the number of times the word w appears 
in the review r, c(w, A) is the times the word w appears 
in the article A. Vector Space Model has proved to be 
the best method for finding the similarity between the 
two documents. But it has some shortcoming of find-
ing the similarity between the review and the article. 

The position where the word is placed in the sentence 
gets its own importance. The words which are placed in the 
first line of the sentence or at the starting of the sentence 
get more importance than other words. The most com-
monly used words in the document get some importance. 
Thus the weight of each word in the article is calculated as 

Weight (w, A) = C(w, A) * M * Pos(w),       (2)      
Where, weight (w, A) is the word weight w in the arti-
cle A. (w, A) is the number of times the word w that 
appears in A and M is the total number of reviews that 
contain the word w. Pos (w) is the position of the words 
in the review. The weights are assigned accordingly,

The same words can be expressed in different forms. 
These semantically related concepts cannot be identi-
fied using VSM. Thus the WordNet ontology is used to 
identify the related meanings of all the words. It is a lexi-
cal database which groups English vocabulary into a set 
of synonyms and provides a brief description about the 
synonym relation. Thus the formula for calculating the 
semantic similarity between two words is calculated using 
WordNet ontology is as follows, 
Semantic (w1, w2) = maxSemantic(C1i,C2j),       	 (4)
Thus the similarity is finally calculated by integrating all 
the above formulae as follows.
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4.3  Correlation between Reviews
Some reviews which have high pertinence need not be 
very similar to the article. Thus, calculating review rel-
evance only based on the similarity is not very efficient. 
To overcome the above disadvantage, correlation between 
the reviews is identified. An undirected graph is drawn 
based on the cosine similarity, where each node is a review 
and the value inside each node is the review’s relevance 
with the article. The edge weight between the two nodes 
is the value of cosine similarity between two reviews. If 
the similarities between two reviews exist, then the corre-
sponding nodes are linked as neighbors. From the above 
graph, the correlation between the reviews is estimated 
using the random walk algorithm16 as follows,  
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Where, w (rj,ri) is the cosine similarity of two reviews, 
adj[ri] is the neighbors of the review ri. The above for-
mula is an iteration process and a static value for 
correlation is obtained only after several iterations. 

4.4  Votes Calculation
 Voted rank is the method used to estimate the review perti-
nence by using the number of votes obtained in the review. 
Almost in all websites, votes are taken into account and 
reviews are arranged accordingly. Votes along with simi-
larity and correlation are not used to calculate the review 
relevance to the best of our knowledge. Votes can be up 
votes or down votes. If the number of votes for the review 
is high, then voted rank is high, which gives additional 
weightage to the relevance value. Most of the people, who 
read all the comments, may like or dislike the comments. 
The formula for calculating the voted rank is as follows,
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Where, V (ri, A) is the votes obtained for single review 
and V ( rj, A) is the total number of votes obtained for the 
full article.

4.5  Integrated Method
To obtain more improved results we integrate the above 
methods to calculate the review relevance. We calculate 
the review relevance by combining both the similar-
ity between the review and the article and correlation of 
reviews along with votes obtained for each review. The 
integrated formula is as follows,  
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Where, r is the review that occurs in the article A. d is 
the damping coefficient that controls the substitution 
between two items in the formula. Pertinence value is 
estimated whenever a new review occurs using the above 
integrated formula. The above formula is used for repeat-
edly updating the relevance value for each node. The 
stationary relevance value is obtained after much itera-
tion. To obtain the stationary relevance value an iterative 
algorithm known as power method is applied. The algo-
rithm is described as follows,

4.5.1  Algorithm 1:
Input: Similarity rank, correlation rank, vote rank.
Ω : iteration termination value
Output:  vector pk: stationary relevance value for all 
reviews.
1.  Random vector is set for p0

2.  while k=0;
3.  repeat
4.  k++;
5.  calculate relevance value using the integrated formula
6.  above relevance value is used to form vector pk

7.  ∆ = || pk- pk-1||;
8.  Until ∆ < Ω
9.  Return pk

Where, Ω is used to manage iteration termination. 
Difference between pk and pk-1 is denoted using || pk- 
pk-1||. If Ω value is greater than || pk- pk-1||, then the 
iteration is automatically terminated.

5.  Evaluation Result
The reviews from following websites are used for experi-
mental research, http://www.androidpolice.com/, http://
www.phonearena.com/, http://moneycontrol.com/. In 
these websites people can know the information about the 
products or article by reading the reviews. They can also 
post comments and vote for the reviews to express their 
views. Some of the reviews posted may be relevant or 
irrelevant to the article, in such a case the reviews with the 
higher relevance value will be ranked first. The data from 
the websites are crawled dynamically using web crawler 
and the reviews are analyzed using the html parser.

NDCG (Normalized Discount Cumulative Gain) 
method is used for evaluating the review pertinence 
performance. NDCG method considers two rules while 
estimating the relevance. First rule that the NDCG
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NDCG (Normalized Discount Cumulative Gain) method 
is used for evaluating the review pertinence performance. 
NDCG method considers two rules while 
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Where N is the total number of reviews obtained for the 
article and ZN is the normalization value. NDCG@N val-
ues are used for retrieving both the top and the bottom N 
ranked reviews.
In evaluation, the pertinence is first calculated only by 
considering the VoteRank, and then by the SimRank. 
Finally, our proposed method is estimated by considering 
the SimRank, correlation rank and VoteRank.

Figure 2.  Ranking the reviews based on high relevance.

According to Figure 2, it is clear that combination of 
SimRank,VoteRank and correlation rank performs well 
when compared with SimRank and VoteRank individu-
ally.

Figure 3.  Ranking the reviews based on low relevance.

According to Figure 3, it is clear that this method identi-
fies the reviews with low relevance efficiently. These low 
relevance values are less important to the article and are 
considered as spam which can be discarded. Thus this 
method efficiently removes the spam or less relevant 
reviews from the social website.

6.  Conclusion and Future Work 
The reviews from the website are crawled dynamically for 
the experimental purpose. Thus based on the evaluation, 
it is clear that combination of SimRank, CorrelationRank 
and VoteRank performs well by arranging the related 
reviews in the top by leaving unrelated reviews at the end. 
Our work is very helpful in organizing relevant reviews of 
the article first and reviews with low relevance are elimi-
nated by considering those reviews as spam. In future, we 
will consider the quoted rank along with the similarity, 
correlation and votes. This method can be improved fur-
ther by applying parallel programming. 
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