
Abstract
Background: Worldwide and across India breast cancer is the most common cause of cancer deaths in women. Early or 
timely detection leads to decrease in the mortality rate. Hence, classification of patients based on the size of the tumor/
abnormal masses and less treatment cost must be high priority. Methods/Statistical Analysis: In this paper mammogram 
images are being acquired from real time and standard databases for imaging the suspected patients. The main purposes of 
the suggested methods are to diagnose the cancer using fuzzy rules with minimum phases in implementation. Important fac-
tors were drawn from the images for subsequent investigation and analysis with the help of Fuzzy Enhanced Mammogram 
Segmentation scheme. The paper presents two methods and is implemented in (i.e. FEM1 and FEM2) Mat lab program-
ming environment. Results: The images examined were marked by qualified Radiologist and extracted the images using 
Photoshop tool. The proposed methodologies were evaluated for real images and Mammographic Image Analysis Society 
(MIAS) database images consists of 320 images for 160 patients each of 1024x1024 resolutions based gray level images. 
Based on the results it is found that the CDR for FEM1 is 87% whereas FEM2 demonstrates only 77% and also takes 6.25 times 
lesser execution time. Radiologists need more precise and reduced processing time making the outcome of FEM1 method 
more practicable. For the evaluation of performance, statistical properties like Similarity Index (SI), Correct Detection Ratio 
(CDR), and Under Segmentation Error (USE) are computed. The paper presents computations of segmentation efficiency, 
enhancement performance and comparative analysis between the method 1 and method 2 in terms of segmentation effi-
ciency and CPU processing time. Finally Support Vector Method is used to classify whether the mammogram under test is 
normal or abnormal. Conclusion: FEM1 outperforms other similar methods. The proposed work provides faster, accurate 
results and more useful for the diagnosis and classify the abnormal tumors or masses at a cheaper cost.
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1. Introduction

Detection of abnormal masses in the breast region at 
the early stage is the key concern for a better treatment. 
Digital Mammogram is one of the popular techniques to 
identify breast cancer. Studies have indicated a decline in 
severe breast cancer and deaths in women who undertake 
regular mammographic screen1,2.

Usually the size of these masses is very small hence; 
there is a need to improve the visibility to the radiolo-
gists for correct detection and right diagnosis. Digital 
image enhancement of mammograms allows additional 
convincing interpretation of complicated cases without 

resorting to follow-up patient examinations and other 
unproductive procedures. This would enable quicker 
diagnoses of usual cases. Large numbers of negative biop-
sies encountered in current practice can be minimized if 
an enhanced mammogram provides a detailed and cer-
tain diagnosis3,4.

Feature extraction relate to diverse statistical quan-
titative measurements of mammographic images used 
for decision making process with regard to pathology of 
a structure or an abnormality. After the features extrac-
tion, a portion is selected for most strong features, aiming 
to improve the classification accuracy and to reduce the 
overall complexity5.
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 In6 developed a system for the classification of 
m ammographic masses as malignant or benign by adap-
tive k-means and Adaptive Neuro Fuzzy Inference Systems 
(ANFIS) - Learning Vector Quantization (LVQ) method. 
A classification precision of 86.6% was achieved, and 
raised it by ANFIS LVQ method to further 87.6% accuracy 
using back propagation unsupervised learning method in 
ANFIS. In7 developed a system to diagnose the breast can-
cer, using Spherical Wavelet Transform (SWT) to obtain 
the features of the masses with Support Vector Machines 
(SVM) for the diagnosis. According to the mass-tissue 
classification she achieved a 96% of accuracy rate and with 
a number of the false positives per image as 0.058.

In9,10, an adaptive neighborhood image processing 
method was used to enhance the contrast of features rel-
evant to mammography. The fundamental idea of this 
mechanism is to establish a standard of contrast mea-
surement and to improve the image contrast through 
enhancement. However, this method may enhance noise 
and digitization effect, for a small neighborhood, and may 
lose the details when used for a large  neighborhood.

The paper is structured as follows. Starts with an 
introduction, section II discuss about the fuzzy based 
enhancement approach for the mammogram images, in 
which two methods were explained. Section III explains 
about the region extraction process. Section IV offers 
mathematical formulations for feature extraction. Section 
V depicts classification method steps for the experiment 
and section VI presents the results that were obtained 
using 1 and 2 approaches. A comparative analysis is also 
been shown to state the performance and simplicity of the 
approaches ending with the  conclusions.

2.  Fuzzy Enhanced Mammogram 
Segmentation (FEMS)

Mammograms may vary in their distribution of gray 
levels. A few mammograms may be brighter than oth-
ers due to denser breasts. Normalization is performed 
before enhancement to allow the uniformity of the inten-
sity ranges for all mammograms. In this paper two fuzzy 
strategies and their comparison is presented for contrast 
enhancement of mammogram images.

Fuzzy set theory is being effectively applied to image 
processing and pattern recognition theories. Fuzzy set 
theory is a useful tool for handling the uncertainty asso-
ciated with vagueness. Image processing bears some 
uncertainty in nature. Moreover, some definitions, such as 

edges, boundaries and even the definition of contrast are 
fuzzy. Therefore, it is reasonable to apply fuzzy set theory 
to contrast enhancement of an image11–14. Two methods 
are mentioned in the paper, the first is considered from 
the work done by Cheng et al. In12 with a improvisation 
which are mentioned in equation (5) and (6), later the 
method 2 is mentioned involving FIS (Fuzzy Inference 
System) and depends on the rules of training. Both the 
algorithms are described below.

2.1 Method 1
The steps involved in the in method 1 are as given below: 

(i) Compute the fuzzy membership function.
Let xmn be the intensity level of a gray level Image then 
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(ii)  Compute the mean edge value.
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Formula:

 Lmax mi− L

Where Lmin and Lmax are the minimum and maximum gray 
levels of the image.

2.2 Method 2
Where dm(xmn) is the edge value of the image in fuzzy 
domain obtained by Sobel edge operator.
(iii) Evaluate the contrast 
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(iv) Intensify or amplify the contrast values.
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Where smn is the amplification factor.
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X-ray is absorbed into breast. Background is the region 
where X-ray has no obstacle. Artifacts are the objects 
such as labels15,16. Background segmentation is useful 
for computer-aid-system because it significantly reduces 
the region of interest (Circular or disk shape refer17) so 
that the breast region can be separated from the original 
image as shown in figure 1.

The following are the steps that are followed in extrac-
tion of the breast region.

•	 Apply canny edge detector.
•	 Consider the disk shape structuring element and dilate 

the image.
Fill the holes to create a proper mask.•	

•	 Crop the region according to the alignment of mask.

4. Feature Extraction
Selective features are extracted for the mammogram 
images in transform and spatial domains. Wavelet trans-
form are very useful to represent the high texture content 
since, the mammogram images do contain high texture 
and these transforms are utilized for feature extraction.

(v)  Modify the membership function using modified 
contrast values.
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(vi) Apply De-fuzzification. 
Transform the membership function value m' (xmn) into 
gray level using the below 

2.2.1 FIS (Fuzzy Inference System)
The following are the fuzzy rules implemented for the 
contrast enhancement in method 2:

•	 If the pixel intensity is dark then output is darker.
•	 If the pixel intensity is gray then output is gray.
•	 If the pixel intensity is bright then output is brighter.

(i) Read an image and apply the fuzzy membership 
 function.
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Where L is the maximum intensity level and S is the 
 variance.
(ii) Obtain the new membership function.

 m
m m

m m
′

∗

∗
xy

xy if xy

xy if x y
( ) =

( ) ( ) ≤

− − ( )( ) ≤ ( ) ≤




2 0 5

1 2 1 0 5 1

2

2

, .

, . ,




 (8)

(iii) Obtain the enhanced image as output.

 f x y L s x y′ , ( log , )( ) = − − ( )( )2 m  (9)

3. Region Extraction
Many of the mammography images have large dark 
background which creates an obstacle for classifica-
tion process thereby decreasing the classification rate. A 
mammogram is divided into three distinctive regions: the 
breast region, the background (non-breast) region, and 
the regions of artifacts. The breast region is created when 

(a) (b)

(c)

Figure 1. (a) Original Image, (b) Enhanced Image and  
(c) Region extracted Image.
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4.1 Wavelet Transform
The basic functions are a set of dilated and translated 
function18.

 j jj k

j
jn n k, ( ) = −( )2 22  (10)

And a set of dilated and translated wavelet function is 
represented by:

 y yj k

j
jn n k, ( ) = −( )2 22  (11)

Where jj,k(n) and yj,k(n) are scaling functions and the 
mother wavelet functions.

The Discrete Wavelet Transform (DWT) can be 
expressed as:
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And the reconstruction is as followed as:
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A square matrix is represented i.e. termed as the co-
occurrence matrix with a relative frequencies P(i, j, d,θ) 
which two neighboring pixels are separated by distance ‘d’ 
at orientation θ occur in the image with gray level at (i,j).

4.1.1 Contrast
Is termed as a measure of local variance in the image. This 
factor is large for the images which has large amount of 
local variation in gray levels and relatively smaller value 
for image with uniform gray level distributions19.
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4.1.2 Inverse Difference Moment (IDM)
This reflects the texture changes in the images.
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4.1.3 Entropy
This provides a measure of complexity of image. Based on 
the computation it is found that complex textures depicts 
high level of entropy. 
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The features are extracted in the spatial domain as well 
as in the transform domain. For the transform domain 
analysis wavelets are considered in this paper. Based upon 
a certain threshold value of entropy a decision of normal 
or abnormality is considered. This approach is named as 
Wavelet based Entropy Method (WEM) in this paper.

5.  Classification
In this paper mass classification into benign and  malignant 
is presented based on the statistical and textural fea-
tures extracted from mass from the breast region using 
 proposed SVM method.

Support Vector Machine (SVM) is a classification 
mechanism which is broadly used for the diagnosis of 
breast tumors. SVM amid various learning algorithms 
is inspired by statistical learning theories 20. The advan-
tage of SVMs is that by choosing a specific hyper plane 
among many, would divide the data into feature space to 
minimize the crisis of over fitting the training data. SVMs 
can be applied on arbitrary distributed features. There are 
many possible linear classifiers that can divide the data, 
but there is only one that maximizes the margin. Such 
linear classifier is named as the optimal separating hyper-
plane. The standard SVM takes a set of input data and 
predicts for each given input considering it as a member 
of two possible classes. Hence, SVM is known as a non-
probabilistic binary linear classifier. The basic task for a 
SVM method is to project data points from a given two 
class training sets in a higher dimensional space, and then 
it finds an optimal hyperplane. The optimal one is the one 
that separates the data with a maximum margin. SVM 
recognizes the data points close to the optimal separating 
hyperplane which are termed as support vectors. The dis-
tance among the separating hyperplane and the adjacent 
of the negative and positive data points is termed as the 
margin of SVM classifier.

Precisely, the idea of SVM is to find the best values for 
the hyperplane parameters w and b (e.g. w0 and e.g. b0). 
After finding the optimal separating hyperplane, such as 
w0∙x+b0 = 0, an unseen pattern, xt, can be classified by the 
decision rule: f(x) = sign (w0∙x+b0). 

Whereas x is a vector of the dataset mapped into 
high dimensional space. Each xi, as it belongs to one 
of two classes, has a corresponding value yi, where  
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yi ∈{1, −1}, while w and b are parameters of the hyper-
plane that the SVM would estimate. The nearest data 
points to the maximum margin hyperplane lie on the 
planes: 

(w∙x) + b = +1 for y = +1 and (w∙x) + b = −1 for y = −1

By rescaling w and b, with no loss in generality, and 
grouping the above constraints in a single notation: 

	∀i, yi f(xi) ≥ 1, Where y = +1 for class w1 and y = −1 for 
class w2. 

The width of the margin is given by m = 2/||w||.
Following are the steps performing the classification 
process21,22.

•	 Read a mammogram image of size MxN and normal-
ized the image with global histogram equalization.

•	 As explained in section III extract the breast region 
where the abnormality is presented.

•	 Apply wavelet transform and decompose the image 
into low and high frequency sub bands23,24.

•	 Extract the gray level features for the low frequency 
sub band forming a feature vector.

•	 Train the RBF based SVM with these features25.
•	 The above mentioned steps are repeated for feature 

extraction and are being tested for different normal 
and abnormal images.

This approach of abnormality detection is termed as 
Wavelet based Classifier Method (WCM) in this paper. 
Two approaches are being used in this paper i.e. Wavelet 
Entropy based Method (WEM) and Wavelet classifier 
based Method (WCM) as shown in Table 1.

6. Experimental Results
The proposed methodologies are evaluated for MIAS 
database images taken from26, consists of 320 images of 
160 patients each of 1024x1024 resolutions based gray 
level images. For the evaluation of performance, statisti-
cal properties like Similarity Index (SI), Correct Detection 
Ratio (CDR), and Under Segmentation Error (USE) are 
computed. 

6.1  Preparation of Ground Truth Images 
In both the experiments real time Digital Breast Tomo 
synthesis images-DBT and for and Standard database 

images 26-28 were considered for the evaluation of the 
algorithm. The ground truth images were marked by an 
expert (Radiologist) and extracted using Photoshop tool. 

6.2 Evaluation Metrics
The results of evaluation of tumor extraction obtained by 
the proposed method are compared with the manually 
segmented tumors. The manual segmentations are pro-
vided by medical experts, which might include abnormal 
tissues along with the tumor region. Let us represent ‘M’ 
be the manual segmented tumor and ‘A’ be the segmented 
tumor by the proposed method as shown in Figure 2. The 
Similarity Index (SI), Correct Detection Ratio (CDR), 
Under Segmentation Error (USE) and Over Segmentation 
Error (OSE) are used for efficiency evaluation. SI is a mea-
sure which offers the true segmented region relative to the 
total segmented region in both the segmentations. CDR 
value indicates the degree of trueness of the actual tumor. 
USE is the ratio of the number of pixels falsely identified as 
tumor portion by the proposed method to the manual seg-
mented tumor. OSE is the ratio of number of pixels falsely 
identified non tumor region by the proposed method to 
the manual segmented tumor. Total Segmentation Error 
(TSE) is the sum of USE and OSE. The evaluation metrics 
SI, CDR, USE and OSE are obtained by equations (5), (6), 
(7) and (8) respectively29,30.

 SI = 2
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Figure 2. Venn diagram representation of M, A, TP, FP 
and FN.
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Where TP is the number of pixels detected correctly, FP 
is the number of pixels detected falsely as tumor and FN 
is the number of pixels detected falsely as non tumor. The 
experiments were conducted on 120 images out of which 
few results are presented here. The details of the results 
are presented below.

6.2.1 Method 1: Results

(a)

(b)

(c)

method 1 and method 2 in terms of  segmentation  efficiency 
and CPU processing time. From the experimental analysis 
it is found that method 2 needs more processing time which 
is very essential observation when the situation arises with 
respect to diagnosis. Based on the results obtained it is 
found that the overall CDR for FEM1 is 87% while FEM2 
offers only 77% and also consumes 6.25 times lesser pro-
cessing time. Radiologists require the results to be more 
accurate and processed in a very less time apart from this 
fact, it can be clearly stated that FEM1 is practicable.

(a) (b)

(c) (d)

Figure 3. (a) Original Image, (b) Enhanced Image with 
Fuzzy method 1, (c) Extracted Abnormal portion and  
(d) Manually Segmented.

6.2.2 Method 2: Results
In method 2, FIS (Fuzzy Interference System) is designed 
in Matlab; the following membership function is used for 
the enhancement process.

The above figures shows the experimental results that 
were obtained using both the approaches discussed in this 
paper. Figure 2, shows the calculations of the segmentation 
efficiency. Table 1 showcases the outcome of the classifica-
tion results. Figure 3 depicts the enhancement of the image 
with the method 1 and also shows the resultant segmented 
image which is compared against the manual segmented 
image for the evaluation of the segmentation efficiency. 
Similarly Figure 5 shows the images that were obtained using 
method 2. Figure 4 clearly shows the membership func-
tion that is designed using FIS (Fuzzy Inference System) in 
Matlab and the rules that were  considered for the method. 
Figures 6 and 7 shows a comparative analysis between the 
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7. Conclusion
Fuzzy Enhanced Mammogram (FEM) image  segmentation 
methods are proposed in this paper. The methods are eval-
uated on a set of images and the performance evaluation is 
carried out with segmentation efficiency metrics and also 
with respect to the processing time. From the experimen-
tal results it was found that the FEM1 outperforms other 
similar methods discussed in this paper for almost all the 
images. Overall CDR for FEM1 is 87% while FEM2 gives 
77% and consumes 6.25 times lesser processing time. The 
proposed work is very fast, accurate and can be more useful 

(d)

Figure 4. (a) Membership Function (MF), (b) Input 
Variable of Mf, (c) Output Variable of output and (d) Fuzzy 
MF rules.

(b)(a)

(c) (d)

Figure 5. (a) Original Image, (b) Enhanced Image fuzzy 
Method 2, (c) Extracted abnormal Region and (d) manually 
Segmented Image.

Figure 6. Performance analysis of two methods in terms of 
Correct Detection Ration (CDR).

Figure 7. Performance analysis of two methods in terms 
of CPU time.

Table 1. Experimental results obtained for various 
images from MIAS database 9

Sl. No. Image (Manual) WEM WCM
1. Abnormal 

(mdb001)
Abnormal Abnormal

2. Abnormal 
(mdb002)

Abnormal Abnormal

3. Normal 
(mdb003)

Abnormal Normal

4. Normal 
(mdb004)

Abnormal Abnormal

5. Normal 
(mdb006)

Normal Normal

6. Abnormal 
(mdb005)

Abnormal Abnormal

7. Abnormal 
(mdb010)

Abnormal Abnormal

8. Abnormal 
(mdb012)

Abnormal Abnormal

9. Normal 
(mdb011)

Normal Normal

10. Abnormal
(mdb015)

Abnormal Abnormal
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for the diagnosis of abnormal tumors or masses. In future 
this work can be extended for classification, identification.

8. References
 1. Anderson BF. Sigfusson, Screening for breast cancer in 

Malmo: A randomized trial. Recent Results Cancer Res. 
1987; 10(5):62–6.

 2. Tabar L, Gad A, Homberg L, Ljungquist U. Significant 
reduction in advanced breast cancer: Results of the first 
seven years of mammography screening in Kopparberg, 
Sweden. Diagram Imaging Clin Med. 1985; 54:158–64.

 3. Sickles EA. Breast calcifications: Mammographic evalua-
tions. Radiology. 1981; 160(2):289–93.

 4. Zouari M, Masmoudi AD, Masmoudi DS. A non linear 
stretching image enhancement technique for microcalci-
fication detection. 2014 1st International Conference on 
Advanced Technologies for Signal and Image Processing 
(ATSIP); 2014 Mar 17–19. p. 193–7.

 5. Fallahi AR, Pooyan M, Mohammadnejad H. Application of 
morphological operations in human brain CT image with 
SVM. 3rd International Conference on Bioinformatics and 
Biomedical Engineering (ICBBE 2009); 2009 Jun 1. p. 11–3. 

 6. In-Sung J, Devinder T, Wang GN. Neural network based 
algorithms for diagnosis and classification of breast can-
cer tumor. South Korea: Department of Industrial and 
Information Engineering, Ajou University; 2011.

 7. Gorgel P. Cancer region diagnosis of 2-dimensional mam-
mographic data using image processing techniques [PhD 
thesis]. The Institute of Sciences, Computer Engineering 
Department, İstanbul University; 2011.

 8. Vapnik V. Statistical learning theory. New York: John Wiley 
and Sons; 1998.

 9. Dhawan AP, Royer EL. Mammographic feature enhance-
ment by computerized image processing, Comput Methods 
Programs Biomed. 1988; 27:23–35.

10. Gordon R, Rangayyan RM. Feature enhancement of film 
mammograms using fixed and adaptive neighborhoods. 
Appl Opt. 1984; 23(4):560–4.

11. Cheng HD, Lui YM, Freimanis RI. A novel approach to 
micro calcification detection using fuzzy logic technique. 
IEEE Trans Med Imaging. 1998; 17(3):442–50.

12. Cheng HD, Xu HJ. A novel fuzzy logic approach to contrast 
enhancement. Pattern Recogn. 2000; 33(5):809–19.

13. Cheng HD, Chen JR. Li J. Threshold selection based on 
fuzzy c-partition entropy approach. Pattern Recogn. 1998; 
31(7):857–70.

14. Cheng HD, Chen YH, Jiang XH. Thresholding using two-
dimensional histogram and fuzzy entropy principle. IEEE 
Trans Image Process. 2000; 9(4):732–5.

15. Hall EL. Computer image processing and recognition. New 
York; 1979.

16. Rehm K, Dallas WJ. Artifact suppression in digital chest 
radiographs enhanced with adaptive histogram equal-
ization. Newport Beach, CA: SPIE: Medical Imaging III; 
1989.

17. Rizon M, Yazid H, Saad P. Object detection using circular 
Hough transforms. American Journal of Applied Sciences. 
2005; 2(12):1606–9.

18. Hong G, Zhang Y. Comparison and improvement of wavelet-
based image fusion. Int J Rem Sens. 2008; 29(3):673–91.

19. Vapnik VN. The nature of statistical learning theory. 2nd 
ed. New York: Springer-Verlag; 2000.

20. Wang Z, Yu G, Kang Y, Zhao Y, Qu Q. Breast tumor detec-
tion in digital mammography based on extreme learning 
machine. Neuro Computing. 2014; 12(8):175–84.

21. Deepa SN, Devi BA. A survey on artificial intelligence 
approaches for medical image classification. Indian Journal 
of Science and Technology. 2011 Nov; 4(11):1583–95.

22. Bordes A. New algorithms for large-scale support vector 
machines. Paris. 2010.

23. Yoshida H, Doi K, Nishikawa R, Giger M, Schmidt R. An 
improved computer-assisted diagnostic scheme using wave-
let transform for detecting clustered micro calcifications in 
digital mammograms. Acad Radiol. 1996; 3(8):621–7.

24. Garge DM, Bapat VN. A low cost wavelet based mam-
mogram image processing for early detection of breast 
cancer. Indian Journal of Science and Technology. 2009 
Sep; 2(9):63–5.

25. Cortes, Vapnik V. Support-vector networks. Mach Learn. 
1995; 20(3):273–97.

26. MIAS database. Available from: http://peipa.essex.ac.uk/
info/mias.html

27. Pisano D, Cole EB, Hemminger BM, Yaffe MJ, Aylward 
SR, Maidment AD, Johnston RE, Williams MB, Niklason 
LT, Conant EF, Fajardo LL, Kopans DB, Brown ME, Pizer 
SM. Image processing algorithms for digital mam-
mography: A pictorial essay. Radio graphics. 2000 Oct; 
20(5):1479–91.

28. Smith AP. Fundamentals of digital mammography. Physics, 
technology and practical considerations. 2015 Jan; Available 
from: http://www.hologic.com/oem/pdf

29. Ibrahim H, Petrou M, Wells K, Doran S, Olsen O. Automatic 
volumetric liver segmentation from MRI data. International 
Journal of Computer Theory and Engineering. 2010 Apr; 
2(2):176–9.

30. Harati V, Khayati R, Farzan A. Fully automated tumor 
segmentation based on improved fuzzy connectedness 
algorithm in brain MR images. Comput Biol Med. 2011 Jul; 
41(7):483–92.


