
Abstract
This paper is gives a clear idea about MATLAB based toolboxes for scheduling various real-time problems and to  examine 
the performance of the system prior to its implementation. Two different MATLAB based toolboxes-TORSCHE (Time 
Optimization of Resources, SCHEduling) and True Time used offers a collection of data structures that allows the user to 
analyze various issues in resource sharing and scheduling. Further in real-time environment, these simulators are used to 
obtain an optimum performance by providing a platform to extend the design methodologies and to meet the  requirements 
as demanded by the application with limited resources. Algorithms are implemented either as MATLAB function with fixed 
structure or as MATLAB function with middle level language constructs. Two modules are designed and simulated for 
each toolbox. Using True Time Toolbox, fixed priority scheduling algorithm module and CAN networking of four different 
kernels are simulated and results are analyzed. Using TORSCHE toolbox timing parameter for each task is analyzed for two 
different scenarios. Finally, a simulation model is built by using True Time toolbox and TORSCHE in MATLAB platform. 
The toolboxes are intended mainly for research purpose to handle and control scheduling issues in real-time systems. 
The result indicates that the simulators aids in improving scheduler accuracy and strengthen the real-time character of 
the system. Using this approach it is possible to evaluate and modify controller designs and hardware platforms to better 
understand the performance and timing effects.
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1. Introduction

1.1 Real-Time System
Real-time systems have rigid timing constraints that must 
be met. For predictable behavior, to manage the available 
resources, and to obtain offline guarantee of the applica-
tion performance various scheduling algorithms are used. 
While designing a real-time system two tasks are jointly 
done by two different engineers. One engineer designs the 
model for the plant to be controlled and another engineer 
designs the control algorithm for this model. These  control 

algorithms configure the real-time system by priorities 
and deadline. There are different  scheduling algorithms 
to schedule the tasks in the  real-time  environment and 
the role of Real-Time Operating System is of paramount 
importance for meeting the deadlines, to manage the 
software and control the system1. There are different key 
terms used in this paper related with  scheduling.

1.1.1 Priority
Priority describes the importance given to a task among 
all other tasks in the system2.
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1.1.2 Deadline
Deadline is the time before which the task must complete 
the operation. 

1.1.3 Due-date
Due-date is similar to deadline where deadline is the key 
term used for periodic tasks and due-date is used for 
 aperiodic tasks. 

1.1.4 Arrival time
Time at which a task becomes ready for execution; it is 
also referred as request time or release time.

1.1.5 Computation time
Time necessary to the processor for executing the task 
without interruption. 

1.2 TrueTime Toolbox
TrueTime tool box is used for designing real-time 
 application. This tool is a plug - in for MATLAB and can 
be used as 1. A pure scheduling simulator. 2. As an experi-
mental test bench for implementing new task-scheduling 
polices and network protocols  and 3. For gathering various 
execution statistics and scheduling events3. Measurements 
can be logged on to a file and then analyzed in MATLAB. 
This simulator facilitates co-simulation of controller task 
execution in real-time kernels, network data commu-
nication in dynamic environment. Using this toolbox, 
performance of the tasks executed in a complex system 
can be measured such as when the user designs the system 
with different kernels, communication between the kernels 
becomes complex and it is difficult to measure the perfor-
mance of the system. Therefore it is not easy to design this 
type of system analytically and also not easy to analyze the 
performance of the system prior to its implementation. 
In such cases MATLAB/Simulink environment with True 
Time simulator is extremely  useful.

1.3 TORSCHE
Scheduling is a very popular discipline and its importance 
is growing at a rapid rate in recent years. TORSCHE (Time 
Optimization of Resources SCHEduling) is a MATLAB 
based toolbox used to analyze the performance of different 
scheduling algorithms prior to its implementation on hard-
ware. It supports complex scheduling algorithm design and 
verification both online and off-line. The final version of this 

toolbox covers the following areas of scheduling:  scheduling 
on mono processor/dedicated processor/parallel processor, 
cyclic scheduling and real-time task scheduling. Graphs 
and graph based algorithms can be represented and this 
toolbox provides an interface to TrueTime Simulator. It is 
mainly used for research purpose.

2. TrueTime Architecture

2.1 TrueTime Toolbox
TrueTime toolbox has a set of files (more than hundreds of 
file) which are written in C++ and MATLAB. It supports 
code written in C++ or as M-files. In case of C++ file, a 
compiler is required to use TrueTime version of C++. No 
compilation is required for code written in MATLAB as 
pre-compiled files are available. Each file in the toolbox 
has a different name. Whenever user writes the code for 
kernel in C++, call the file which will do a set of operation 
else call the toolbox file written in C++ and the user com-
piles the file. Thus compiler is selected depending on the 
platform used such as Visual Studio C++ for Windows or 
GCC, G++ for Linux. Normally MEX command is used to 
compile the code for the software section. When user calls 
the ttmex command it calls the MEX command implic-
itly which automatically links the code with the compiler. 
The hardware module of this system is designed using 
Simulink. TrueTime library has the following blocks in 
the Simulink environment and shown in (Figure 1).

TrueTime kernel is the main block where the user 
writes the code. User saves the code with the same name 
as given in the init function of the block parameter4. Block 
parameter diagram is given in (Figure 2). Kernel and the 

Figure 1. TrueTime toolbox library.
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for communicating data as an ultra sound signal. Other 
 standalone network blocks are also available in the 
 toolbox.

2.2 TORSCHE Toolbox
TORSCHE (Time Optimization of Resources, SCHEduling) 
is a MATLAB based toolbox that has more than hun-
dreds of MATLAB files. Normally this toolbox is used as a 
scheduling simulator. So from this toolbox user can know 
the execution time of each task in the task set for different 
scheduling algorithm. Scheduling algorithm is selected 
based on the application. Here more than two scheduling 
algorithms are used 1) Fixed priority scheduling algorithm 
for periodic task set with an example. 2) Horn algorithm 
for aperiodic task with an example. Normally files are 
stored in the toolbox and it is called at the time of program 
or script execution to do a specific operation defined in 
the file. Commands are used to create and schedule the 
task. Some algorithm is compiled by C++ compiler where 
user needs Visual C++ for Windows platform and g++ 
for Linux platform. The four steps to solve the scheduling 
problem are 1. Define task sets, 2. Define the scheduling 
algorithm. 3. Run the task. 4. Plot the result. To create new 
task, command with the  parameters for the corresponding 
task is given below,

t1 =  task([Name,]ProcTime[,ReleaseTime[,Deadline 
[,DueDate[,Weight[,Processor]]]]])6

where ProcTime is the computation time of the task. 
Weight is task priority; ReleaseTime is the arrival time 
of the task. This toolbox has a graphical interface used to 
plot the result.

Figure 3 shows the graphical representation of sched-
uling of the task set which has two different tasks. Release 
time is represented by the upside arrow, Dead line is 

corresponding code are merged. After compilation it 
produces mexw64 file for 64 bit MATLAB, mexw32 for  
32 bit MATLAB in TrueTime 2.0 version. While running 
the above mentioned files, kernel block gets integrated. 

TrueTime kernel is event triggered. Input and out-
put of the kernel are analog signals. Kernel automatically 
converts the analog signal into digital at the input side 
and converts digital signal into analog at the output 
side. Other blocks in the toolbox supports application 
design. 

2.1.1 TrueTime Network Block
TrueTime Network block5 is used to simulate medium 
access and packet transmission in a local area network. 
When a node (here node represents kernel) tries to 
transmit a message (using the primitive ttSendMsg), a 
triggering signal is sent through the network block to the 
corresponding input channel. When the transmission of 
the message is finished, the network block sends a new 
triggering signal on the output channel. When the signal 
is received, the receiving node buffers the message which 
contains header information of sending and the receiv-
ing node, arbitrary user data, length of the message, and 
real-time attributes such as a priority or a deadline. Six 
simple network models are supported: CSMA/CD (e.g. 
Ethernet), CSMA/AMP (e.g. CAN), Round Robin (e.g. 
Token Bus), FDMA, TDMA (e.g. TTP), and Switched 
Ethernet.

2.1.2 TrueTime Wireless Network
True Time wireless network is just similar to the wired 
one. It has x and y input as the true location of the nodes. 
This wireless network block supports WLAN & ZigBee.

2.1.3 Other Blocks
TrueTime battery is used to give the supply for kernel 
when in need. TrueTime Ultra Sound Network is used 

Figure 2. TrueTime kernel.

Figure 3. Graphical representation of a task.
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 indicated by the down side arrow and normal vertical line is 
used to represent the Due date. Each task’s execution is dif-
ferentiated by different color. First, task command is used 
to create different tasks; task set command is used to make 
a set of different tasks. Next command is related with prob-
lem, and this is used for aperiodic tasks. The command has 
the parameters α | β|γ , where α indicates machine environ-
ment (that means number of processor) β indicates task 
and resource characteristics (like  preemptive, indepen-
dent, synchronize) γ indicates optimality criterion to be 
followed in the scheduling. An example command for the 
above α | β| γ notation is prob = problem (‘P|prec|Cmax’). 
For creating new periodic tasks ptask is the command 
used. Syntax of the ptask command is given below 

pt =  ptask([Name,]ProcTime,Period[,ReleaseTime 
[,Deadline[,Duedate[,Weight[,Processor]]]]])

For periodic task, problem statement is not neces-
sary and fixed priority scheduling algorithm is used to 
schedule the tasks. Graphs are used to represent any pre-
cedence relationship that exists among the tasks by using 
this toolbox. Also cyclic tasks can be represented using 
graph objects. To create simple graphs using graph object 
the command used is g = graph (B). Similarly graphs can 
be constructed for various methods using this toolbox. 

3. Experimental Evaluation

3.1 TrueTime Simulator
This paper discusses two different modules designed 
using TrueTime toolbox7. In first module, code is writ-
ten for fixed priority scheduling algorithm which has 
only one task with a period of 0.5 time units. Thus task 
gets  executed for every 0.5 time units and shown in 
(Figure 4).

In second module, network block is used for 4 different 
kernels, where each kernel is connected with independent 
 signal source as shown in (Figure 5). Here, CAN network 
block is used to broadcasts data to all the kernels8. This 
model is based on CSMA/AMP - Carrier Sense Multiple 
Access with Arbitration based on Message Priority. When 
two or more nodes transmit message at a time, collision 
may happen. Using CSMA/AMP protocol in distributed 
network, collision is avoided as message is transmitted 
based on priority. 

In this model, two tasks trans() and recv() are ini-
tially created. Here tran()s is a periodic task which gets 
input from the source using the command ttAnalogIn() 
and sends the message to the network block using the 
 command ttSendMsg (receiver, data, length, priority) 
where receiver is the ID of the node which receives the 

Figure 4. Fixed priority task.

Figure 5. Network with four different kernel.

Figure 6. Input for network with four different kernel.
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data9. Another task recv() is activated by the network 
handler when there is an incoming message. 

The input given to each trans() node (kernel) is given 
below and shown in (Figure 6).

•	 Sine	signal	for	kernel	1.
•	 Square	signal	for	kernel	2.
•	 Saw	tooth	signal	for	kernel	3.

Random signal for kernel 4.•	

Each node gives input to the CAN network block and 
transmits the message to another node using ttSendmsg() 

Output taken from each recv() node (kernel) is shown 
in (Figure 7): 

•	 Saw	tooth	wave	form	at	kernel	1.
•	 Random	signal	at	kernel	2.
•	 Square	wave	form	at	kernel	3.
•	 Sine	wave	form	at	kernel	4.

Scheduling of the tasks for different nodes (kernel) for 
CAN network is shown in (Figure 8).

3.2 TORSCHE Simulator
This paper presents scheduling of tasks effectively for two 
different cases using TORSCHE toolbox.

3.2.1 Case 1
In a mobile phone manufacturing company, two  processors 
are used to perform a set of task. Time consumed by each 
task is listed below:

 T1: Panel Manufacturing – 1 hour.
 T2: Hardware Design – 2 hours.
  T3: Software Design – 2 hours.
  T4:  Porting software onto the hardware – 1 hour; T4 is 

executed after the completion of tasks T2 & T3.
 T5:  Hardware assembly with battery – 1 hour; T5 is 

executed after the completion of tasks T1 to T4.

The user must compute the minimum time required to fin-
ish all the tasks. Thus an algorithm is selected based on the 
optimality criterion required to minimize the  maximum 
computation time with precedence constraints. 

The graph shown in (Figure 9.) shows the precedence 
relationship among the tasks.

To minimize the maximum computation time, tasks 
are scheduled using List Scheduling (LS) algorithm10. It 
is a heuristic algorithm in which tasks are taken from a 
pre-specified list. This algorithm is implemented in sched-
uling toolbox as a function. Our own strategy can also be 
defined for LS algorithm. When the processor is idle, the 
first task on the queue utilizes the processor time and it 
is removed from the list immediately. The availability of 
a processor means that the task has been released and the 
processor is idle. Also, precedence/priority constraints 
are checked and processed smoothly.

Figure 7. Network output for four differernt kernels.

Figure 8. Scheduling task for network. Figure 9. Precedence relationship between tasks.
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An optimal scheduling for the above mentioned task 
set is done in five hours using TORSCHE toolbox and 
shown in (Figure 10).

3.2.2 Case 2
In automotive application, a system consists of five 
 processors, five different sensors, amplifiers and  filters. 
Each sensor is considered as a task and the time taken 
by each sensor to process the signal is listed here: 
Accelerometer - 5 μs, Impact sensor - 4 μs, Wheel 
Tachometer - 4 μs, Gyroscope - 8 μs, Brake pressure 
 sensor - 7 μs. Output of all the tasks (sensors) is given to 
the Decision Task and shown in (Figure 11). 
When crash occurs, decision task takes 3μs to process the 
sensor outputs, based on which it initiates the Air Bag 
(AB) module. The AB module takes 5 μs to release the 
gas inside the balloon. To complete the entire task set 
in  minimum duration, List Scheduling (LS) algorithm 
is used and the same is implemented using TORSCHE 
toolbox.

From the TORSCHE toolbox output shown in 
(Figure 12.) the minimum time required to complete 
the execution of task set is 16 μs. Thus if the Air Bag 
 deployment is done within 16 μs, the scheduling of tasks 
in the task set is appropriate. If not, effective scheduling is 
required for secure driving.

4. Conclusion
This paper presents the implementation of real-time 
task scheduling using TrueTime, TORSCHE Toolbox 
for MATLAB. Our approach using these toolboxes for 
example applications has reduced the computation time 
which guarantees the execution time of the  system. 
Our work gives a brief idea to researchers about the 
toolboxes which are compatible for priority process-
ing in real-time systems. Our future work will focus on 
extending the toolbox support for implementing EDF 
algorithm.
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