
Abstract
Objective: To increase the resource utilization and balance the load in the grid environment. Methods: Memory 
Constrained Load Shared Minimum Execution Time (MCLSMET) scheduling is proposed to make best use of the resource 
utilization in a grid environment to reduce makespan. Load balancing is achieved by rescheduling the resources based 
on memory requirement and execution time of the tasks. This algorithm considers memory as Quality of Service (QoS) 
factor. Results: The proposed algorithm has been implemented in a simulated environment and the results are compared 
with the Minimum Execution Time (MET) algorithms. In MCLSMET algorithm, the Maximum Completion Time, Resource 
Utilization is computed to compare with the existing MET scheduling Algorithm. The MET scheduling algorithm produces 
the makespan 34 ms whereas the proposed method reduces the makespan to 15 ms for a task. In the existing MET scheduling 
Algorithm produces severe load imbalance problem. In the proposed method load is shared among the available resource 
and the resource utilization percentage is increased. Conclusion: The Memory Constrained Load Shared Minimum 
Execution Time (MCLSMET) scheduling algorithm is suggested that this algorithm produces higher resource utilization, 
reduces the makespan and load balancing.
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1. Introduction

Grid Computing1 is a distributed system that enhances 
computing facilities. Grid software addressed the prob-
lems like fault tolerance, security, heterogeneity and 
resource allocation2. Computational Grids3 are consid-
ered as the next generation of distributed system. Many 
researchers focus on the challenging issues like sched-
uling and resource management in the grid computing 
era. Scheduling4 is the most emerging area in the Grid 
Scenario. Effective and efficient task scheduling algorithm 
is needed to achieve high performance in grid environ-

ments. The main aim of grid task scheduling is to increase 
resource utilization and reduce the makespan. The suc-
cess of the grid computing relies on how effectively it 
schedules the tasks with available resources. Grid system 
allocates the tasks to the available resources based on 
user’s requirement. Heterogeneous computing environ-
ment utilizes the different high performance resources 
to perform massive application that have different com-
putational requirements1,5-9. The matching of tasks to 
resources and scheduling the execution order of these 
tasks is referred to as mapping. The general problem of 
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mapping tasks to resources in a heterogeneous environ-
ment has been exposed to be NP-Complete10,11.

Meta task can be described as a group of independent 
tasks with no inter task data dependencies. The main 
objective of this mapping is to reduce the total execution 
time of the Meta task. It is also assumed that each resource 
executes a single task at a time based on the order in which 
the tasks are assigned. The size of the Meta task and the 
available number of resources are known priori12. Many 
task scheduling algorithms are available to increase the 
resource utilization and throughput13-18. These algorithm 
schedules the tasks to the resources which will minimize 
the overall completion time. Simple and known schedul-
ing algorithms are Min-min, Minimum Execution Time, 
Max-min14,16,18-21. These algorithms schedules the tasks 
based on execution and completion time of each task on 
each available resource.

Load balancing algorithm distributes the load among 
all the available resources. The algorithm tries to enhance 
the utilization of resources with light load and freeing the 
resources with heavy load. Execution Time and Memory 
requirement are the two common factor used for load 
balancing and effective Utilization of resources22. These 
algorithms are mainly used to reduce the makespan and 
enhance the utilization of resources.

Braun et al12 have studied the performance of eleven 
grid task scheduling algorithms. Their result shows 
Genetic Algorithm (GA) outperforms the other algo-
rithm. Min-Min algorithm performs next to GA and the 
rate of improvement is very small. The Task scheduling 
algorithms proposed by Braun are Min-Min, Max-min, 
Minimum Execution Time (MET), Opportunistic Load 
Balancing (OLB) and Minimum Completion Time 
(MCT). The Algorithm Opportunistic Load Balancing 
(OLB) assigns the jobs in a random order in the next 
available resource without considering the execution time 
of the jobs on those resources. Thus it provides a load bal-
anced schedule but it produces a very poor makespan. 

 Min-Min grid task scheduling algorithm finds the 
task which has minimum execution time and schedules 
the task to the resource that produces minimum comple-
tion time. The ready time of resource is updated. This 
procedure is repeated until all tasks are scheduled. 

 The Max-min grid task scheduling algorithm is simi-
lar to Min-min scheduling algorithm but it schedules the 
larger task first. The ready time of resource is updated. 
This process is repeatedly executed until all unmapped 
tasks are assigned. 

Minimum Completion Time (MCT) grid task sched-
uling algorithm finds the resource which has Minimum 
Completion Time for the task. It assigns the task to 
resources based on completion time. Completion time 
is computed by adding the ready time and the execution 
time of the resource. 

 Minimum Execution Time (MET) grid task sched-
uling algorithm finds the task which has minimum 
execution time and assigns the task to the resource based 
on first come first served basis. The main drawback of this 
algorithm is severe load imbalance. It does not consider 
the availability of the resource and its load.

Optimal Resource Constraint Scheduling algorithm 
distributes the task among the available processor based 
on processor capability. It is an efficient load balanced 
task scheduling algorithms which reduces the turnaround 
time and average waiting time. It is suitable for more 
number of jobs and avoids starvation problem. 

T. Kokila vani et al proposed Load Balanced Min-Min 
scheduling algorithm which produces better results than 
min-min scheduling algorithm. It reduces the makes-
pan and balance the load. The response time is improved 
and load balancing is achieved efficiently. This algorithm 
applies the min-min grid scheduling algorithm in the first 
phase and rescheduling takes place based on maximum 
execution time13. Resource utilization for a particular 
problem is calculated using the formula 1.

          (1)

                        (2)
/*TARU – Total Amount of Resource Used.*/
T. Kokilavani et al, proposed a grid task scheduling 

algorithm "An Ant Colony Optimization Based Load 
Sharing Technique" which distributes the load among 
available resources based on the behavior of argentine 
ants. The resources should be chosen and scheduling can 
be performed based on RAM requirement as Quality 
of service factor. The ants choose the path based on the 
probability value and the memory requirement of task. 
The Probability value Pj can be calculated using the fol-
lowing formula.

 
Allotment Percentage  
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Where Aj is the amount of task allocated in resource 
Rj and TRi is the memory requirement of task Ti. The 
probability of choosing the resource will change based on 
the value of the coefficient K and h. This algorithm shares 
the load among the resources and reduces the overall 
response time based on memory as a Quality of service 
factor23. 

He X., et al24 have proposed a new grid task algo-
rithm based on the Min-Min algorithm. The QoS guided 
Min-Min algorithm, schedules tasks which requires high 
bandwidth. Therefore, if the bandwidth required by dif-
ferent task varies extremely, the QoS guided Min-Min 
algorithm gives improved results than the Min-Min Meta 
task scheduling algorithm. 

Sameer Singh et al25 have proposed QoS Guided 
Weighted Mean Time-Min (QWMTM) Heuristic algo-
rithm and QoS Guided Weighted Mean Time Min-Min 
Max-Min Selective (QWMTS) scheduling algorithm. 
In these algorithms network bandwidth is taken as QoS 
parameter.

2. Problem Statement 
Task scheduling is one of the NP-Complete problems.  Let 
T1, T2, T3, T4 and T5 are collection of independent tasks. 
The tasks that have no dependency among each others are 
referred as meta task. Each task is assigned to a resource 
based on the order in which the tasks are arrived and 
memory requirement of the task.  

The input to this algorithm is number of resources, 
characteristics of resource and size of the meta task. The 
expected execution time for each task on each resource 
is known prior to execution. Expected Time to Compute 
Matrix ETC (Ti, Rj) contains the execution time of each 
task and memory requirement of each task. Where Ti 
represents meta-task and Rj represents Resource Set. The 
Problem can be defined as follows: 

Let task set Ti = T1, T2, T3, T4, …, Tn.
Let Resource Set Ri = R1, R2, R3, R4,…….,Rn.
The main drawback of MET scheduling algorithm is 

severe load imbalance. The aim of the proposed grid task 
scheduling algorithm is to effectively utilize the idle time 
of the resources, minimizes the makespan and balances 
the load based on memory requirement of the task. This 
algorithm considers memory as Quality of Service factor. 
The makespan of the task can be calculated as follows:

Makespan = max (CT (Ti, Rj))

CTij = Rj + ETij
CT = Completion Time.
Rj = Ready Time of Resource j.
ETij = Execution time of Task i on Resource j.
Grid task scheduling is one of the NP-Complete 

Problem used to find the acceptable solution with fewer 
cost.

2.1 Memory Constrained LSMET
Our proposed grid task scheduling algorithm, Memory 
Constrained LSMET, is shown below. The algorithm con-
siders memory as Quality of service factor and starts by 
executing the steps in Minimum Execution Time sched-
uling strategy first. It first identifies the tasks having 
minimum execution time, memory requirement of the 
task and the resource needed for executing it. Thus the 
task with minimum execution time is scheduled first in 
MET with first come first served order. 

In this method the resources that are capable of fast 
execution is overloaded with many tasks and rest of the 
resources remain idle. It produces severe load imbalance. 
To avoid this load imbalance problem, proposed sched-
uling algorithm schedules the task in a better manner 
and improves the makespan and balances the load. We 
call this heuristics as Memory constrained Load shared 
Minimum Execution Time. In the first phase Memory 
constrained LSMET schedules task based on minimum 
execution time.

Second Phase is an iterative process. In this phase, it 
selects the resources which require more memory and 
reassigns the task to the resource having sufficient mem-
ory. This Memory Constrained LSMET algorithm tries 
to minimize the makespan by swapping tasks between 
resources. A set of independent task and resource set are 
the input of this heuristic algorithm. Select the resource 
Ri requires more memory than the memory capac-
ity of allotted resource. If moving any of the tasks from 
the resource Ri to some other resource might result in 
a smaller makespan overall; if such task exists, then it is 
rescheduled to the resource that minimizes the makespan.

For single iteration three actions need to take place. 
1. Select a task which requires more memory than the 
memory capacity of allotted resource. 2. Find task Ti that 
has minimum execution time in other resource Rj. 3. If 
such a resource is found, move the task to the resource for 
load balancing. Compute the completion time MCT of 
each resource if task Ti was to be inserted to the resource 
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list Rj. Then the MCT of the task is compared with the 
makespan produced by MET algorithm. If maximum 
completion time is less than the makespan then the task 
is rescheduled in the resource that produces it. Then the 
ready time of both resources are updated. 

This process terminates when none of the resource 
giving the maximum completion time can be moved 
to any other resource. Memory constrained LSMET 
increases load balancing and reduce the overall comple-
tion time. Since it compares the maximum completion 
time with the makespan produced by MET, reduces the 
overall completion Time and balance the load.

resources R1 and R2 and independent task group M with 
four tasks T1, T2, T3 and T4. The grid scheduler sched-
ules all the tasks on the available resources R1 and R2. 

Since Minimum Execution Time algorithm is simple 
and produces a better makespan. But load imbalance 
problem occur in Minimum Execution Time Scheduling 
Algorithm. To avoid the problem of unbalanced load 
in MET, the tasks are rescheduled in the second phase 
based on memory requirement and completion time. The 
Execution Time of all tasks is known prior. Table 1 repre-
sents the resource characteristics and Table 2 represents 
the Execution Time of the Tasks on each resource.

Memory Constrained Load Shared Minimum 
Execution Time Algorithm (MCLSMET)

For all tasks
For all resource

Find the minimum execution time and the resource 
producing it

End for
Schedule the task on that resource

End for
/*Rescheduling */
For all resource

Select the task Ti which requires more memory than 
the memory

Capacity of allotted resource
Select the resource Ri producing the Maximum 

Completion Time M
End for

For all task in scheduled list
Select the first task Ti

Find the next minimum execution time produced by 
Resource Rj for task Ti

If M < MCT then
Schedule the task on that resource Rj

End if
Update the Completion Time of all resource.

End for.

3. An Illustrative Example 
Consider a heterogeneous grid environment with two 

Resource Available RAM

R1 60

R2 40

R3 70

Table 1. Resource characteristics

Algorithm 1. Algorithm for Memory constrained Load 
shared Minimum Execution Time Grid task scheduling.

Task/ 
Resource

Memory 
Requirement of 

Task
R1 R2 R3

T1 30 10 5 9

T2 40 12 8 10

T3 70 13 9 10

T4 55 15 12 16

Table 2. Execution time and memory requirement of 
the tasks

Scheduling of the tasks to resources based on 
Minimum Execution Time as given in Algorithm. MET 
chooses the minimum execution time, so all tasks are 
assigned to Resource R2 and Resource R1 becomes idle. 
The makespan produced by MET is 34 sec.
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3.1 Memory Constrained LSMET
Proposed algorithm minimizes the makespan by resched-
uling the task based on memory requirement of the task. 
The resource giving the maximal completion Time is 

R2.The task from R2 is moved on to another resource R1 
and R3 based on the memory requirement of the task and 
memory availability of the resource. 

Mark the entire task in R2 as checked and the 
remaining task as unchecked. Task T4 requires memory 
requirement 54MB and is having the minimum comple-
tion Time in Resource R1. The available memory for 
Resource R1 is 60 MB which satisfies memory require-
ment of the task T4. So Task T4 moved on to Resource 
R1 and Task T3 is moved on to Resource R3 and the 
remaining task scheduled in R2. The result of Memory 
constrained LSMET is shown in Figure 1. Memory con-
strained LSMET algorithm utilizes the idle resource R1 
and R3 and minimizes the makespan to 15 sec.

4. Results and Discussion 
Let us take the example problems having both task 
and resource heterogeneity and executes for both MET 
and proposed Memory constrained LSMET schedul-
ing algorithm. Software is developed in Eclipse for both 
algorithms. The Table 3 shows the results (in sec) of both 
algorithms.

Figure 1. MET.

Figure 2. Memory constrained LSMET.

Problem Set MET Memory 
Constrained LSMET

P1 34 15

P2 17 14

P3 33 25

P4 16 14

P5 27 36

Table 3. Comparison of MET and memory 
constrained LSMET algorithm

The results are plotted in a graph. Memory constrained 
LSMET produces less makespan than MET schedul-
ing algorithm. The Figure 2 shows Memory constrained 
LSMET outperforms MET scheduling algorithm.
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Table 4 shows the resource utilization of both MET 
and Memory constrained LSMET scheduling algorithm. 
The Memory Constrained LSMET balances the load and 
reduces the makespan by using unutilized resource in the 
second phase. Table 4 shows that Memory Constrained 
LSMET efficiently utilizes all the available resource. 
Resource Utilization can be calculated using the formula 
326.

                    (3)

                               (4)

TQRU = Total Quantity of Resource Used.
Ti = Meta task.
UR = Usage of Resource.
CT = Completion Time of Task.
The resource utilization percentage is shown in 

Figure 4. From this figure we can observe that Memory 
Constrained LSMET uses the maximum amount of 
resources while reducing the makespan obtained from Figure 3. Graphical representation to show the 

performance of memory constrained LSMET.

Problem Set Resource MET Memory Constrained LSMET

P1

R1 0 100

R2 100 86.6

R3 0 90.9

P2

R1 47.05 71.4

R2 0 100

R3 100 85.7

P3

R1 30.3 88

R2 0 100

R3 100 60

P4

R1 50 71.4

R2 0 100

R3 100 78.5

P5

R1 30.5 85.2

R2 0 100

R3 100 59.25

Table 4. Resource utilization rate
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MET algorithm. Thus Memory Constrained LSMET uses 
the idle resources for small tasks to reduce the makespan.

5. Conclusion 
The main aim of Task scheduling algorithm is to utilize 
the resource effectively and increase the throughput and 
reduces the makespan. The MCLSMET grid task schedul-
ing algorithms is compared with MET. The experimental 
results achieved by comparing these scheduling algo-
rithms for different problem set. It shows that Memory 
constrained LSMET scheduling algorithm minimizes the 
makespan than MET scheduling algorithms. Memory 
Constrained LSMET grid task scheduling algorithm uti-
lizes the resource effectively and produces better result. 
This paper identifies that Memory constrained LSMET 
grid task scheduling algorithm outperforms the MET 
algorithm in a heterogeneous distributed environment. 
This study can be further extended by proposing a new 
hybrid algorithm which combines the advantages of all 
the algorithms.
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