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1. A Biolinguistic Approach to
Digital Libraries 

Digital Libraries are network information 
systems supporting search and retrieval of items 
from structured collections. Their purpose 
is to enable users to interact effectively with 
information distributed across a network. 
Schatz (1997) outlined their historical evolution 
starting from the 1960s with the retrieval of 
scientific literature from bibliographic databases, 
evolving into full-text retrieval and finally into a 
document search on the Internet (Figure 1).

‘In the historical evolution of digital libraries, 
the mechanisms for retrieval of scientific literature 
have been particularly important. Grand visions 
in 1960 led first to the development of text search, 
from bibliographic databases to full-text retrieval. 
Next, research prototypes catalysed the rise of 
document search, from multimedia browsing 
across local-area networks to distributed search on 
the Internet. By 2010, the visions will be realized, 
with concept search enabling semantic retrieval 
across large collections’ (Schatz 1997: 327).

According to Schatz (1997), concept 
search, enabling semantic retrieval across 
large collections, were to be achieved by 2010. 
However, while progress has been achieved with 
respect to the modelling and the implementation 
of Digital Libraries, for example, the DELOS 
Reference Model (Candela et al. 2008, 2011), 
semantic retrieval across large collections is yet to 
be completed. The efficiency of Digital Libraries 

is not optimal and further work is needed 
to improve the search and retrieval of  
scientific literature. 

The first problem I address, through this 
article, is—What are the principles of efficient 
computation that can be imposed on information 
systems such as Digital Libraries, in order to 
narrow down their search space and retrieve 
relevant items? I argue in favour of a model of 
Digital Libraries, based on the properties of  
the Language Faculty and principles of  
efficient computation. 

The investigation of the biological properties 
of the Language Faculty is the object of inquiry of 
the interdisciplinary field of Biolinguistics, which 
brings together biology, linguistics, psychology, 
neurosciences, and computer sciences 
(Lenneberg 1967; Jenkins 2000, 2004; Chomsky 
2005, 2008, 2013; Di Sciullo 2011, Di Sciullo et al. 
2010b; Di Sciullo and Boeckx 2011, a.o.). I thus 
formulate my proposal as follows:  
(1)The Biolinguistic Approach to Digital Libraries: 

Efficient Digital Libraries incorporate Natural 
Language Processing systems based on the 
properties of the Language Faculty. 

Biolinguistics aims to further understand the 
biological basis of language, that is, the properties 
of the Language Faculty. The Biolinguistic 
Approach to Digital Libraries addresses the 
problem of the search and retrieval of documents 
from a repository on the basis of recent advances 
in the properties of the computational procedure 
of the Language Faculty and the principles of 
efficient computation. This computational 
procedure is efficient as it makes humans 
capable of developing a grammar on the basis 
of impoverished experience and use language 
creatively to express simple and complex 
thoughts. The incorporation of the properties  
of the Language Faculty and the principles  
of efficient computation in Natural Language 
Processing systems may lead to more  
efficient information systems, including  
Digital Libraries.

Figure 1: Historical evolution starting from the 
1960s with the retrieval of scientific literature from 
bibliographic databases 
Source: Schatz (1997).

Concept search
Document search

Text search

Grand visions

1960
1970

1980
1990

2000
2010

Syntax Structure Semantics



3

World Digital Libraries  8(1): 1–18

Biolinguistics, Natural Language Processing, and Digital Libraries

e-resources 
& online 
services

Current information retrieval systems analyse 
linguistic expressions in terms of flat structure 
and statistical calculi.1 Current linguistic theory, 
however analyses linguistic expressions in terms 
of hierarchical structures generated by a small 
set of operations and economy principles.  
Recent works in linguistic theory (Chomsky 
1995, 2001, 2005, 2013, 2014; Epstein and Seely 
2002; Hauser, Chomsky and Fitch 2002; Kayne 
1994, 2010; Moro 2000, 2010; Di Sciullo 2005a, 
2011, 2014, a.o.) develop the hypothesis that the 
narrow syntactic component of the Language 
Faculty satisfies conditions of highly efficient 
computation. Thus, the language faculty could 
be close to an optimal solution to the problem 
of linking forms perceived by the sensorimotor 
system (SM) and meanings computed by the 
conceptual-intentional (CI) systems via the 
computations of the narrow syntax component 
(NS). In other words, the language system may 
provide a near optimal solution that satisfies the 
interface conditions of interpretability.  

(2)         
NS

CI SM		

In the Minimalist Program (Chomsky 1995–
2014) the core generative procedure of the 
Language property is reduced to the dyadic 
and recursive operation Merge. This operation 
applies to two syntactic objects and derives a new 
syntactic object.2

The result of the recursive application of this 
operation may be represented by hierarchical 
structures, as in  (3a) or by a parenthetical 
expression, as in (3b) for the expression, scientists 
consult digital libraries. 

The representations in (3) include functional 
categories such as Tense (T), Determiners (D), 
and their phrasal projections, respectively, 
TP and DP, in addition to lexical categories 
such as Verb (V) and Nouns (N) and their 
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projections VP and NP. Thus, in addition 
to lexical projections, linguistic expressions 
include functional projections, which also spell 
out the semantic relations between linguistic 
constituents. These projections are crucial 
for the CI interpretation. For example, the 
structures in (3) include a TP, which is part 
of the structure of all sentences and provides 
the temporal interpretation of linguistic 
expressions. However, the T head may be 
spelt out by morphological material in certain 
languages, as is the case in the Romance 
languages, but not in others, as it is generally 
the case in Chinese for instance. The DP subject 
generated in the VP is displaced in a higher 
position than T. Displacement or Remerge is 
the application of Merge to a constituent that 
has already been merged in a previous step of 
the derivation. This operation leaves a copy  
in the position from which the movement  
takes place (represented by strikethrough in 
[3]). This simple generative procedure enables 
the processing of complex thoughts expressed 
by language. The hierarchical structure 
generated by grammar is interpreted by the 
semantic rule of Functional Application, (4), 
which applies at each step of the derivation and 
ensures efficient semantic interpretation of the 
linguistic expressions.   

(3) 
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(4)	 Functional Application:  If α is a branching 
node and {β,γ} the set of its daughters, then, 
for any assignment g, ||α||g = ||β||g(||γ||g).  
(Heim and Kratzer 1998)

The computational efficiency should be part 
of information systems (Karamanis et al. 2007; 
Ahler et al. 2007; Neveol et al. 2007; Yu and 
Kaufman 2007; Di Sciullo 2014, a.o.). Most 
information retrieval systems however do 
not incorporate a grammar that is capable of 
processing natural language efficiently (Buettcher 
et al. 2010, a.o.). Finite State Grammars (FSG) 
are used in Information Retrieval systems 
for spell-checkers, morphological stemmers, 
and partial parsing. However, FSG derive flat 
structures not hierarchical structures and their 
generative capacity cannot fully describe the 
properties of linguistic expressions.3

The capacity to process hierarchical structures 
is specific to the human species. Comparative 
evolutionary studies (Fitch and Hauser 2004; 
Murphy et al. 2008) indicate that birds and non-
human primates can compute a first-degree FSG, 
where elements in a string of sounds have specific 
orders, each predicted by simple statistical 
association, but not abstract hierarchical 
structures and complex dependencies observed 
in linguistic expressions. The results of Fitch 
and Hauser (2004) experiments show that with 
cotton-top tamarin monkeys have the capacity 

A A A AB B B B

cor/short:  A B A B de bo gi fo
viol/short: A B A A de bo gi le
cor/long:    A B A B A B A B le ku ri ru ne wo ti mo
vio/long:    A B A B A B A A le ku ri tu ne wo ti se

cor/short:  A A B B tile mo gu
viol/short: A A B A ti le mo de
cor/long:    A A  A A B B B B le ri se de ku bo fo tu
viol/long:   A A A A B B B A le ri se de ku bo fo gi

Finite State Grammar
(AB)n

Phase Structure Grammar
A Bn n

A A A A B B B B

to learn artificial languages derived by a FSG, 
sequences isomorphic to ababab, but not 
artificial grammar derived by phrase structure 
grammar (CFG), structures isomorphic to 
aaabbb (Figure 2). Thus, contrary to humans, 
non-human primates cannot process abstract 
projections and nested dependencies. 

Building on Fitch and Hauser’s (2004) results, 
Friederici’s (2009) fMRI localized specific areas 
in the human brain BA

44
, BA

45
B for processing 

hierarchical structure. Interestingly, even though 
these areas are also observed in the macaque 
brain, their size and granularity are reduced 
(Figure 3)

 ‘[. . . ] the human ability to process 
hierarchical structures may depend on the 
brain region which is not fully developed 
in monkeys but is fully developed in 
humans, and that this phylogenetically 
younger piece of cortex may be 
fundamentally relevant for the learning of 
the PSG’ (Friederici 2009: 185).

Friederici’s findings lend biological (neuro-
anatomical) support to the hierarchical structure 
derived by the operations of the Language 
Faculty, as opposed to the kind of representations 
derived by animal computations.
Summarizing so far, in the Biolinguistic 
Approach to Digital Libraries, FSG cannot 
process efficiently the documents populating  

Figure 2: (Please refer to the text above) 
Source: Adapted from Friederici et al. (2006)
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Figure 3: (Please refer to the text) 
Source: Adapted from Petrides and Pandya (1994)
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the collections. Instead, the query and the 
documents of the collections can be analysed 
in terms of grammar with a higher generative 
capacity, capable of deriving binary branching 
hierarchical structures including, functional 
categories. These hierarchical structures 
articulate the syntax-semantic relations between 
the constituents of linguistic expressions. 

2. Operating Digital Libraries, Two
Examples

Digital Libraries are searchable repositories of 
scientific material and their efficiency depends 
on the progress achieved in information systems. 
Current digital research libraries are operating 
systems extracting information on the basis of 
keyword search and statistical methods, such 
as the so-called ‘bag of words’ method, as well 
as other similarity metrics for character and 
string matching. The Biolinguistic Approach 
to Digital Libraries predicts that information 
systems that do not rely on the core properties 
of the Language Faculty will not be optimal. This 
prediction is borne out as I illustrate by testing 
the performance of two online digital libraries—
DSpace@MIT and PubMed. 

2.1 DSpace@MIT
DSpace@MIT is a searchable repertoire of 
Massachusetts Institute of Technology (MIT) 

dissertations. DSpace was jointly developed 
by Hewlett Packard Labs and MIT in order to 
create an open source software solution for 
archiving digital content. The first release of the 
software goes back to 2002. It is an open source 
technology for global communities who manage, 
preserve, and provide access to digital content. 
The metadata, including access and configuration 
information is stored in a relational database 
and supports the use of PostgreSQL and Oracle 
database. DSpace uses standard Dublin core 
descriptive metadata (keywords, descriptions) 
to aid search and retrieval. All metadata and 
text is indexed and fully searchable. The system 
can customize specific fields to enable browsing. 
It can also choose what fields and text to be 
indexed for search. See www.DSpace.org for 
further specifications. DSpace@MIT browses 
MIT dissertations by issue date, authors, titles, 
subjects, series, and the ISSN/ISBN numbers. 
The types of search are divided into basic and 
advanced. The basic search is typically based 
on keywords and the search types include the 
following:

(5)	 a.	 Keyword
b. Title begins with . . .
c. Title keyword
d. Author (last name first)
e. Author keyword
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f. Call number begins with . . .
g. Subject begins with . . .
h. Subject keyword
i. Series title begins with . . .
j. Series title keyword
k. ISSN/ISBN

The search interface specifies the restrictions 
imposed on the syntax of the query. As it is usual 
in the keyword-based approach to information 
retrieval, stop words (functional categories such 
as articles and prepositions) need to be omitted 
from the query. In effect if (5b) is chosen, the 
system requires to omit initial articles such as ‘a’, 
‘an’, ‘the’. These elements are however an essential 
part of the syntax-semantic relation and affect the 
interpretation of linguistic expressions. The system 
will not search on a stop word in a keyword 
search unless it is entered in quotation marks. 
For example, to carry out a title keyword search 
using the terms set theory, enter your search as 

‘set’ ‘theory’. This restriction on the syntax of the 
query is designed to comply with the properties of 
the information retrieval system, which is based 
on keywords search, that is, an automated search 
based on the matching of strings of characters and 
designated sequences of words. These restrictions, 
while they comply with the query of the language, 
do not lead to efficient retrieval, as can be seen 
by performing the following simple tests. Let us 
browse through the Department of Linguistics and 
Philosophy dissertations by title, submit queries 
to the system, and evaluate the results. A one 
word query (6), and two multiword queries (7) 
and (8) are used for this simple test.  The results 
are not optimal, as can be seen by the first four 
dissertation titles and short abstracts retrieved by 
the system. 

 (6) DSpace@MIT results for the query: 
lexicon
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(7) DSpace@MIT results for the query: Case projection principle

(8) DSpace@MIT results for the query: Prolegomena to a theory of word formation
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DSpace@MIT brings back no relevant results 
for the first search, which restricts the search 
space to the MIT Department of Linguistic and 
Philosophy community and targets the title 
of a dissertation including the word, lexicon. 
For the second, more complex search targeting 
dissertations on case projection principle, 
a relevant result is retrieved by the system, 
although it is ranked in second position while 
the first document retrieved is not a dissertation 
on the topic. In the last case, several titles were 
retrieved by the search, however, none of them 
matched the terms of the query. The system 
always returns documents even when there are 
no relevant documents to be retrieved, as it is 
the case for this last query, which is the title of 
an article published in Linguistic Inquiry, an 
MIT Press Journal, and not a title of an MIT 
dissertation. In sum, DSpace@MIT retrieves 
dissertations from the MIT repository; however, 
all the documents retrieved are not necessarily 
relevant. The lack of precision of DSpace@MIT 
resides mainly in the fact that the Information 
Retrieval system used does not rely on the 
syntax-semantic analysis of the query and of the 
documents in the targeted collection.

2.2 PubMed
PubMed is an open access database accessing 
primarily the MEDLINE database of references 
and abstracts on life sciences and biomedical 
topics. PubMed comprises more than 23 

million citations for biomedical literature from 
MEDLINE, life science journals, and online 
books. Citations may include links to full-text 
content from PubMed Central and publisher web 
sites. The strategy to search PubMed for simple 
subjects is the following: 

(9) Simple subject search strategy 
1. Identify the key concepts for your search.
2. Enter the terms (or key concepts) in the

search box.
3. Suggestions will display as you type your

search terms.
4. Click Search.

Here again, the search engine is based on 
keywords.  Thus, no punctuation, tags or 
operators should be used in the query. A PubMed 
search for articles on the use of aspirin for heart 
attack prevention brings back documents where 
the substantive terms of the query are distributed 
in different sentences, as (10) reveals. 

(10) PubMed result for the query on the 
use of aspirin for heart attack prevention

The strategy to use PubMed for complex subjects 
is mediated by the use of Boolean operators 
AND, OR and NOT, as the following queries 
illustrate:

(11) 	 a. 	 (use aspirin) AND (heart attack 
prevention)
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b. (sickle-cell anemia) AND ((Genetic
Counselling OR Inheritance pattern 
AND genetics))

c. (inhalation therapy pneumonia) AND
systematic[sb]

However, even by using Boolean operators, the 
results are not optimal. The results of PubMed 
Clinical queries do not systematically satisfy 
the request for information formulated by the 
query. For the query whether Ticlopidine is a 
potent inhibitor for CYP2C19, the following five 
documents are retrieved. Only two out of the five 
documents retrieved are relevant. Moreover, the 
system does not rank the documents retrieved in 
an accurate order of relevance. 

(12)  PubMed Clinical Queries results 
for the query whether Ticlopidine is a 
potent inhibitor for CYP2C19

retrieval system is based on keyword search and 
thus it requires the use of a special syntax for the 
query, including the use of Boolean operators, 
and excluding the use of functional words in the 
query. Instead of imposing syntactic restrictions 
on the formulation of a query by the user, an 
information retrieval system should instead be 
able to process queries formulated in the natural 
language. The information systems based on 
the syntax-semantic analysis of the query and 
documents that populate the collections should 
achieve higher levels of performance than 
systems based on keyword search.
  Summarizing, both DSpace@MIT and 
PubMed are Digital Libraries enabling search and 
retrieval of material from scientific collections. 
Both information systems operate on keyword 
search and statistical methods are used to identify 
and rank the documents satisfying the request 
of information formulated by the query. Simple 
tests show that DSpace and PubMed may retrieve 
irrelevant or partially relevant documents. 

3. Principles of Efficient
Computation

In this section, I focus on principles of  
efficient computation that can be imposed  
on Information Retrieval systems in order to 
narrow down the search space and improve 
the retrieval of relevant scientific documents. 
The first principle is to process the functional 
hierarchical structure of linguistic expressions. 
The second principle is to process the 
asymmetric relations between the constituents 
of linguistic expressions. The processing of 
functional projections and asymmetric relations 
contribute to the computational efficiency of the 
Language Faculty.* I discuss these in turns in the 
following paragraphs. 

*	  According to Chomsky (2005, 2008, 2013), principles of 
efficient computation are external to the Language Faculty. 
Conditions on the derivations and the interface conditions 
contribute to eliminate complexity, that is, choice points, 
in the course of the derivation. Interface conditions further 
reduce the complexity for CI and SM interpretations. 

These results illustrate the fact that PubMed does 
not rely on an optimal information retrieval 
system. Like DSpace@MIT, the information 
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3.1 Functional projections
Efficient information systems must rely on the 
properties of the hierarchical functional structure 
of linguistic expressions. In languages, such as 
English, a sequence of substantive words cannot 
be interpreted without being part of a functional 
structure headed by functional elements, such 
as prepositions and determiners. Consider the 
examples in (13). 

(13)	 a.  Ticlopidine is a potent inhibitor for 
CYP2C19.

b. Ticlopidine potent inhibitor CYP2C19.

While the proposition in (13a) is 
straightforwardly interpretable, this is not 
the case for the expression in (13b), where 
functional projections are lacking. On one 
hand, the expression in (13a) can be interpreted 
by the application of the semantic rule of 
Functional Application to the constituents of 
the syntactic structure in (13a). On the other 
hand, the interpretation of the expression in 
(13b) is undetermined. Since its functional 
projections are lacking, it cannot be interpreted 
as a proposition. Further, (13b) is a set of words 
functionally unrelated to one another. 

Functional structure is necessary for the form 
and the interpretation of linguistic expressions. 
The position of functional categories in syntactic 
structures determines their scope relations. 
In (14a), the preposition for scopes over the 
DP [

DP
 CYP2C19]. It does not scope over the 

DP [
DP

 Ticlopidine]. The scope of functional 
categories contributes to the interpretation of 
propositions. The propositions in (14a and 14b)   
have different truth-values. Either (14a) or (14b) 
is true. They cannot both be interpreted as true 
propositions in the same world of interpretation. 

(14) a. [
TP  

[
DP

 Ticlopidine]  T [[
VP

 is [
DP

 a potent 
inhibitor] [

PP
 for  [

DP
 CYP2C19] ]]]]

b. [
TP 

[
DP

 CYP2C19] 
 
T [[

VP
 is [

DP
 a potent

inhibitor] [
PP

 for [
DP

 Ticlopidine]]]]]

The hierarchical position of functional categories 
plays a role in the semantic interpretation of the 
linguistic expressions they are part. For example, 
negation is part of the sentences in (15a) and in 
(15b). However, the semantic interpretation of 
these expressions differs as can be seen in (16), 
where in (16a) the negative element does not 
scope over the quantifier ‘many’, whereas it is the 
quantifier that scopes over negation in (16b). It 
is possible to add the expression ‘just a few’ to 
(16a) but not to (16b). 

(15)	 a.  Not many drugs were tested before the 
experiment.

b. Many drugs were not tested before the
experiment.

(16)	 a.  Not many drugs were tested before the 
experiment, just a few.

b. Many drugs were not tested before the
experiment, just a few.

The processing of functional words, such 
as determiners, quantifiers, negation, and 
prepositions is crucial for the interpretation 
of linguistic expressions. Determiners and 
quantifiers provide generic/specific reference, 
negation directly affects the truth-value of the 
propositions, and prepositions identify spatio-
temporal semantic relations. Thus, the functional 
hierarchical structure and the occurrence of 
specific functional elements must be processed 
by information systems in order to meet the 
interface legibility conditions. 

3.2 Asymmetrical relations 
Linguistic expressions cannot be thought of in 
terms of unordered sets of words. Given the 
operations and principles of grammar, linguistic 
expressions are structured sets of elements, 
where asymmetrical relations hold. This follows 
from the Asymmetry Hypothesis, according 
to which asymmetry is a core relation of the 
Language Faculty (Di Sciullo 2005a). Precedence, 
dominance, and asymmetrical c-command, 
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defined on binary branching hierarchical 
structures, are the basic asymmetrical relations 
for the analysis of linguistic expressions, see 
(17) for definitions of ‘c-command’ and 
‘asymmetrical c-command’. They are central 
to the form and the interpretation of linguistic 
expressions. In a model where syntax is the core 
engine of computation, precedence relations are 
relevant at the SM interface, while dominance 
and c-command relations are relevant at the 
semantic CI interface. Thus in (18), x precedes w 
and y, x asymmetrically c-commands y: however, 
y does not asymmetrically c-command x.

(17)	 a.  C-command: X c-commands Y if X 
and Y are categories and X excludes 	
Y, and every category that dominates X 
dominates Y.  

b. Asymmetric c-command: X
asymmetrically c-commands Y,
if X c-commands Y and Y does not
c-command X. (Kayne 1994).

(18)

w

x

w

w

y

Asymmetry is hard-wired in natural language. 
With respect to the form of linguistic 
expressions, asymmetric relations hold for 
selection and displacement. If a category X 
selects a category y, the inverse relation does not 
hold. Thus, a verb selects its DP complement 
and the inverse relation does not hold. The 
displacement of constituents is part of the 
derivation of linguistic expressions. However, as 
it is the case for selection, syntactic movement 
is asymmetrical in the sense that if a category X 
moves to a position Y, the inverse movement 
does not hold. Selection and displacement are 
subject to structure dependent principles, such as 
the c-command relation. A selected constituent 

is merged as a sister to the selector (c-command) 
while a displaced constituent can only be 
remerged to a higher asymmetrical c-command 
position, as the following structures illustrate.

(19) 	 a.[[ Ticlopidine ] [is [ Ticlopidine ] a 
potent inhibitor for CYP2C19]]]]


 b.[[A potent inhibitor for CYP2C19]
[is Ticlopidine [A potent inhibitor for 
CYP2C19]]]

      

(20) 	 a. They discovered [[genes] of [[genes]  
this type]]  


b. They discovered [[this type] of [gene

[this type]]]



Asymmetrical relations are central relations in 
the expressions derived by the operations of the 
Language Faculty. These cannot be thought of in 
terms of strings of characters or bags of words; 
linguistic expressions are structured sets of 
elements. Given the central role of asymmetry in 
grammar, the following legibility condition must 
hold at the interface of the grammar and the 
performance systems, CI and SM.

(21) Interface Legibility Condition: 
Asymmetric relations are optimally legible/
interpretable by the performance systems.  

According to the Asymmetry Theory (Di 
Sciullo 2005a), grammar is the best solution to 
the interface legibility conditions in the sense 
that the asymmetry of linguistic expressions 
matches with the asymmetry of the external 
systems. Thus, the syntactic operation merge 
is an asymmetric operation that matches with 
the asymmetry of the semantic operation of 
Functional Application.  
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3.3. Parsing functional projections and 
asymmetrical relations

The processing of the hierarchical functional 
structure and the asymmetric relations between 
the constituents of linguistic expressions 
are the necessary bases for efficient natural 
language processing. They are also necessary 
for information systems, such as Digital 
Libraries. The LAD parser (Di Sciullo 2010a; 

Di Sciullo 2012, 2013) ensures the recovery of 
the functional projections and the asymmetric 
relations of linguistic expressions.** 

The architecture of the parser is such that it 
limits the search space and the computational 
actions, while it incrementally recovers the 

**	 Computational implementations of asymmetric relations 
are already available. The asymmetric c-command relation 
is part of Marcus’s parser (Marcus 1980), as well as in 
Government and Binding computational implementations 
(Berwick and Weinberg 1984; Berwick 1985; Berwick et 
al. 1991; Fong 1991, 2005, a.o.), and in recent works on 
asymmetry and minimalism (Di Sciullo 1999, 2000, 2005b, 
2013; Di Sciullo and Fong 2005; Harkema 2005; Stabler 
2011, 2013, a.o.). A computational model based on the 
recovery of asymmetric relations leads to a new paradigm 
in natural language processing. 

(22)TP

FPP

nP

NP

vP
nP

NP

NP

NP

VP

is

is

a
AP

nP

nP

PP

for

CYP2C19

CYP2C19

potent

inhibitor

inhibitor

DindeIP

MimaxP

Ticlopidine

Ticlopidine

Ticlopidine

Ticlopidine

asymmetric structures from the input. The 
parser assembles phrase structure from left to 
right. It computes asymmetric relations as it 
incrementally processes the input one word at a 
time. Each time a word is introduced, it extends 
the analysis produced at that point. The model 
includes mechanisms to implement efficient 
parsing, without backtracking or unnecessary 
search in the derivations. The parser efficiently 

interprets the grammar by restricting the 
operations of the grammar to apply in local 
domains. The trace in (22) is an example of  
the recovery of asymmetrical relations by the 
LAD parser.

The parse tree in (22) illustrates that 
Ticlopidine is the logical subject of the sentence, 
as it is generated within the vP, before being 
displaced (remerged) within the TP. This is 
not the case for CYP2C19, which is an adjunct 
headed by a functional head, for, and is generated 
outside of the vP. In the parse tree in (12), the 
logical subject asymmetrically c-commands the 
adjunct and not conversely. The parser recovers 
the asymmetry, notwithstanding the fact that 
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the logical subject and the adjunct are nominal 
constituents. 

Summarizing, the form of linguistic 
expressions include functional projections where 
asymmetrical relations hold. The processing 
of functional projections and asymmetrical 
relations are constraints that can be imposed to 
information systems, such as Digital Libraries, to 
narrow down the search space and improve the 
retrieval of relevant documents. 

4. Convergences between
Biolinguistics and Information 
Technologies

As language is an object of the natural world, and 
that asymmetrical relations are part of biology, 
(see Di Sciullo et al. 2010b), it does not come 
as a surprise that asymmetry also affects the 
generative procedure of the Language Faculty. 

Biolinguistics has implications for natural 
language technologies, including information 
retrieval and Digital Libraries. The processing 
of the asymmetric properties of linguistic 
expressions enables any area where human 
users can benefit by communicating with their 
computers in a natural way. 

Asymmetric relations, couched in terms of 
asymmetric c-command relations between the 
constituents of linguistic expressions, must 
be recovered in order to determine the set of 
documents providing relevant answers to the 
request of information formulated by the query. 
Information processing, oriented by the recovery 
of asymmetric relations contributes to the 
development of efficient information systems, 
since it relies on the biological properties of the 
human Language Faculty. 

The biolinguistic approach to information 
systems brings about convergences between 
linguistics, biology, and information 
technologies. Given the properties of the 
Language Faculty and the central complexity-
reducing role of asymmetry in the processing 
of linguistic expressions, efficient information 

systems should rely on the recovery of the 
asymmetrical relations of linguistic expressions.

However, the connection between linguistics, 
biology, and information technologies is, more 
often than not, based on current word-based 
practice in information processing, rather than 
on the asymmetrical properties of the narrow 
Language Faculty. The following example is an 
illustration of such a misleading connection. 
In Cheng et al.(2004), an analogy is drawn 
between feature selection in language and feature 
selection in biology. The analogy is based on 
the assumption that substantive words (such 
as ball, glove, bat, basket) differ fundamentally 
from functional words (such as a, to, the). 
Some substantive words (e.g., ball) identify 
the relatedness of documents, while other 
substantive words (e.g., glove, bat, and basket) 
identify their differences. Functional words  
(e.g., a, to, the) are irrelevant for distinguishing 
the documents from each other and from 
unrelated ones. 

According to Cheng et al.(2004), word 
equivalents used in protein sequence language 
are short stretches of amino acids. Only some 
amino acid positions are useful in distinguishing 
different subtypes of a protein-coupled receptor, 
while the helices (center) are common to all 
protein-coupled receptors. The other areas 
cannot be distinguished from any other protein. 
See (23) which illustrates this further.

The bag-of-word approach to information 
processing does not take into account the 
asymmetry of linguistic relations. Consequently, 
the relations between the substantive words 
and other substantive words mediated by the 
functional elements are lost, and with them the 
semantic content conveyed by the expressions 
they are part of. The performance of digital 
libraries incorporating information retrieval 
systems, based on the bag-of-word technique 
and the keyword search is not optimal, as we 
illustrated earlier in the article. The processing  
of functional projections instead, will enhance 
their performance. 
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Promising convergences between linguistics, 
biology, and information technologies are 
based on the properties of the operations of the 
language faculty, that is binarity and recursion, 
as well as on principles of efficient computation 
such as asymmetry and on the biological basis 
of these properties, which can be found, for 
example in the properties of cell replication, 
where binarity, recursion, hierarchy, and 
asymmetry are observed, see (24), which is a 
representation of cell replication. 

(24)

(23)

Formal properties of relations, such as  
symmetry and asymmetry, are used to  
describe the dynamics of morphogenesis in 
biology (Montell 2008), and to formulate laws 
of physics. Information processing systems 
oriented by the recovery of asymmetric  
relations are likely to be more efficient, since  
they rely on the principles of efficient 
computation restricting the computational 
procedure of the Language Faculty. 

5. Summary
In this article, I related Biolinguistics, Natural 
Language Processing, and Digital Libraries of the 
future. Linguistic expressions are not strings of 
characters or bags-of-words; their constituents 
are organized in a hierarchical structure where 
asymmetric relations hold. The performance of 
information systems based on FSG or the bag-
of-word technique is not optimal because these 
systems do not rely on the core properties of the 
computational procedure of the Language Faculty 
and the principles of efficient computation. 
Current search engines are not optimal. Even 
in the best cases, the results include irrelevant 
documents. The development of a new generation 
of search engines designed to retrieve information 
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on the basis of the processing of functional 
projections and natural language asymmetric 
relations, instead of the keywords, is a step 
forward in the optimization of these systems. 
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Endnotes
1) The large majority of search engines combine

Boolean procedures with another method,
including the ones listed below, and the
retrieval of documents is based on the number
of times the keywords of a query appear in the
text, the keywords being related by the Boolean
operators, AND, OR and NOT.

PP Boolean (frequency of keywords and Boolean 
expression of the queries)

PP Clustering (statistical analysis grouping 
similar documents)

PP Linguistic analysis (stemming, synonymy-
handling, spell-checking)

PP Natural language processing (named entity 
extraction, semantic analysis)

PP Ontology (knowledge representation)

PP Probabilistic  (belief networks, inference 
networks, Naïve Bates)

PP Taxonomy (hierarchical relationship between 
concepts and categories in a particular search 
area)

PP Vector-based (proximity of documents and 
queries as arrows on a Multidimensional   
graph)     

See Frakes and Baeza-Yates 1992; Strzalkowski 
1999; Baeza-Yates and Ribeiro-Neto 1999; 
Manning, Raghavan and Schutze 2008, a.o., for 
further discussion.

2) For example, the expression cba is derived by
the recursive application of Merge to pairs of
elements in the Numeration in (ii), as shown
in the derivation in (iii). 

(i)   Merge (a,b) :  {a, b}
(ii)  Numeration  : {a, b, c}
(iii) Derivation:    

1. Merge (b, a) : {b, a}
2. Merge (c, {b,a}) : {c, {b, a}}

The principle of prominence determines 
which of the two merged objects projects its 
label. The assignment of a label to the derived 
constituents is subject to the proper subset 
relation, which falls into the class of the 
principles of efficient computation. Given the 
proper subset requirement on the selection of the 
syntactic objects undergoing Merge, the order of 
application of this operation is derived without 
stipulation. See Di Sciullo (2005a) and Di Sciullo 
and Isac (2008) for discussion.

3) One important contribution to our
knowledge of natural languages and the
generative procedure that derives their
properties goes back to Chomsky’s (1957)
Theory of formal grammars. According to
this theory, formal grammars are ranked
according to their generative capacity, finite
state grammars being the lowest: (recursively
enumerable (context sensitive (context free
(finite state grammar)))). In Chomsky’s
hierarchy, the grammars are associated
to automata executing the rules of the
grammars. Thus, the automata corresponding
to a finite state grammar (FSG), the finite
state automata, begins in an initial state, runs
through a sequence of states (producing a
word or string or words with each transition),
and ends in a final state.
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